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PAPER

In-World NPC: Analysing Artificial Intelligence Precision 
in Virtual Reality Settings

ABSTRACT
This study investigates the accuracy and performance of artificial intelligence (AI)-driven 
non-player characters (NPC) in a virtual classroom environment, focusing on an educational 
simulation scenario. By employing a mixed-methods approach that combines quantitative 
data from controlled experiments and qualitative insights from user feedback, the research 
aims to provide a comprehensive evaluation of NPC behavior. The findings indicate that NPC 
demonstrated a high decision-making accuracy rate of 87%, with solid behavioral consistency 
and generally fast response times averaging 1.2 seconds. However, challenges were noted in 
handling complex queries and maintaining consistency in dynamic scenarios. Factors influ-
encing NPC performance included the complexity of user interactions, the environmental con-
text, and the limitations of AI algorithms. Overall user satisfaction was high, with participants 
appreciating NPC realism, responsiveness, and engagement. A comparative analysis of AI tech-
niques revealed that while rule-based systems were efficient and predictable, machine learn-
ing models offered superior adaptability and contextual understanding, albeit at the cost of 
higher computational demands. The study concludes that enhancing AI capabilities, optimising 
computational resources, and incorporating adaptive learning algorithms can improve NPC 
performance. These insights provide valuable guidance for future developments in AI-driven 
NPC, aiming to create more immersive and compelling virtual educational environments.

KEYWORDS
artificial intelligence (AI) accuracy, non-player characters (NPC), virtual reality (VR), NPC 
behavior, virtual reality (VR) scenarios

1	 INTRODUCTION

Virtual reality (VR) technology has rapidly evolved over the past few years, 
transforming from a niche entertainment medium into a versatile tool across vari-
ous domains, including education, training, healthcare, and social interactions [1], 
[2], [3]. This evolution has been driven by significant advancements in hardware 
and software, enabling more immersive and interactive user experiences. A crucial 
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element in creating these immersive environments is the presence of NPC, which 
artificial intelligence (AI) controls to interact with users in realistic ways [4].

Non-player characters (NPC) are the backbone of interactive VR environments, 
providing dynamic interactions that enhance the realism and depth of the virtual 
world [5], [6], [7]. NPC can take on various roles, from simple bystanders to com-
plex agents that engage users meaningfully, contributing to the overall narrative and 
user experience. The effectiveness of these NPC heavily depends on the accuracy 
and sophistication of the underlying AI algorithms that govern their behavior [8].

Artificial intelligence has made significant strides in recent years, particularly in 
fields such as machine learning and natural language processing (NLP), which are 
critical for developing intelligent NPC [9]. These advancements have enabled NPC to 
exhibit more lifelike behaviors, such as adaptive learning, emotional responses, and 
context-aware interactions, thereby enhancing the immersive quality of VR experi-
ences [10]. However, despite these advancements, challenges remain in ensuring 
the accuracy and reliability of NPC behavior across different VR scenarios.

The accuracy of AI in controlling NPC is vital for maintaining the illusion of real-
ity in VR environments. High accuracy ensures that NPC behaves in ways consistent 
with user expectations and the virtual world’s rules, preventing disruptions to the 
immersive experience [11], [12]. Inaccurate or erratic NPC behavior can break the 
sense of immersion and reduce the overall effectiveness of VR applications, whether 
for entertainment, training, or therapeutic purposes [13].

Previous studies have highlighted the importance of AI accuracy in VR settings, 
emphasizing the need for robust and adaptable AI systems that can handle the com-
plexities of real-time interactions [6], [14], [15]. These studies have explored various 
AI techniques to improve NPC performance and user satisfaction, including rule-based 
systems, machine-learning models, and hybrid approaches [16]. However, there is 
still a lack of comprehensive research that systematically evaluates AI accuracy across 
different VR scenarios and identifies the key factors influencing NPC performance.

This study aims to fill this gap by thoroughly analyzing AI precision in managing 
NPC behavior within diverse VR settings. By examining multiple VR scenarios, we 
strive to identify the strengths and weaknesses of current AI implementations and 
provide insights into the factors that affect NPC accuracy [7], [17], [18], [19]. This 
study is essential for advancing AI technologies in VR and ensuring NPC can deliver 
consistent and realistic interactions across various applications.

Our research methodology involves a mixed-methods approach, combining 
quantitative and qualitative analyses to evaluate AI accuracy. We selected a range of 
VR scenarios representing different levels of interaction complexity and NPC roles, 
ensuring a comprehensive assessment of AI performance [20]. Data were collected 
through user interactions with NPC, system logs, and feedback surveys, allowing us 
to gain a holistic understanding of AI accuracy and user experiences.

The results of our study provide valuable insights into the current state of AI in 
VR and highlight areas where improvements are needed. By identifying the fac-
tors that impact NPC performance, we can develop more effective AI strategies that 
enhance the realism and immersion of VR environments [21], [22], [23], [24]. These 
findings can also inform future research and development efforts, guiding the cre-
ation of more sophisticated and reliable AI systems for VR applications.

In the following sections, we will review the existing literature on AI in VR and 
NPC behavior, describe our research methodology, present the results of our analy-
sis, and discuss the implications of our findings. We also provide recommendations 
for enhancing AI accuracy in VR, drawing on our study to suggest practical strategies 
for developers and researchers [23], [25].
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By advancing our understanding of AI accuracy in VR, this study contributes to 
the broader goal of creating more immersive and interactive virtual experiences. 
Whether used for gaming, education, training, or therapeutic purposes, accurate 
and realistic NPCs are essential for maximizing the potential of VR technology [26], 
[27], [28], [29]. Through this study, we aim to support the ongoing evolution of VR 
and help realize its full potential as a transformative medium.

2	 LITERATURE REVIEW

In this literature review, we explored the current state of AI in VR, the role of 
NPC in creating immersive and interactive virtual environments, and the method-
ologies for measuring AI accuracy and performance. This examination will compre-
hensively understand how AI-driven NPC can be optimized to support vocational 
education and other applications.

2.1	 AI in virtual reality

Integrating AI into VR has significantly transformed how virtual environments 
are created and experienced. AI technologies enable the creation of intelligent, 
responsive, and adaptive elements within VR, enhancing the realism and interac-
tivity of these environments [30]. One of the primary applications of AI in VR is 
the development of NPC, which can interact with users in complex and meaningful 
ways. These NPCs are essential for creating engaging and immersive experiences in 
gaming, training, or therapeutic contexts [31], [32]. AI technologies used in VR range 
from simple rule-based systems to advanced machine learning algorithms. Rule-
based systems operate on predefined sets of rules and logic to dictate NPC behavior. 
While these systems are relatively straightforward to implement and understand, 
they lack the flexibility and adaptability required for more complex interactions [33]. 
In contrast, machine learning algorithms, particularly those based on deep learning, 
can learn from data and adapt their behavior over time, making them more suitable 
for dynamic and unpredictable environments [34], [35], [36], [37].

Machine learning techniques, such as reinforcement learning, have been widely 
adopted in VR to improve NPC behavior. Reinforcement learning allows NPCs to 
learn optimal behaviors through trial and error, receiving feedback from the envi-
ronment to refine their actions [38]. This approach is efficient in VR scenarios where 
NPCs must navigate complex environments, interact with users, and make decisions 
based on real-time data. However, the computational demands of reinforcement 
learning can be substantial, requiring significant processing power and time [38], 
[39], [40].

Natural language processing is another critical area of AI that enhances VR expe-
riences. NLP enables NPC to understand and generate human language, allowing 
more natural and intuitive interactions between users and virtual characters [41]. 
Advances in NLP, such as transformer models, have significantly improved the accu-
racy and fluency of AI-driven dialogue systems, making NPC more believable and 
engaging [42]. These improvements have broad applications, from educational VR 
environments to therapeutic interventions where NPCs act as virtual therapists.

The integration of AI in VR also extends to procedural content generation, where 
AI algorithms create dynamic and personalized content for users. This approach 
allows for the creation of vast and varied virtual worlds without requiring extensive 
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manual design [43], [44], [45]. Procedural content generation can create unique lev-
els, environments, and scenarios, ensuring users have a distinct and tailored expe-
rience. AI-driven content generation is instrumental in gaming, where replayability 
and diversity are essential.

Despite the significant advancements in AI technologies for VR, challenges remain 
in achieving high levels of accuracy and reliability. One of the primary challenges 
is the computational complexity of AI algorithms, which can limit their scalability 
and real-time performance [34]. Additionally, the unpredictability of user behavior 
in VR environments poses a significant challenge for AI systems, requiring them to 
adapt quickly and effectively to various scenarios [46]. Ensuring that AI-driven NPC 
can respond appropriately to diverse and unforeseen interactions is a critical area 
of ongoing research.

Another challenge is the ethical considerations surrounding AI in VR. Using AI 
to create lifelike and emotionally engaging NPC raises questions about user privacy, 
data security, and the potential for manipulation [47]. Ensuring that AI systems are 
designed and used responsibly is essential for maintaining user trust and safeguard-
ing against misuse. It includes implementing transparent AI practices, protecting 
user data, and establishing ethical guidelines for AI development and deployment 
in virtual reality.

Furthermore, there is a need for standardized metrics and evaluation frameworks 
to assess the performance and accuracy of AI in VR. Current evaluation methods 
often vary widely, making it difficult to compare results across studies and applica-
tions [48], [49], [50]. Developing comprehensive and consistent evaluation criteria 
is crucial for advancing the field and ensuring that AI systems meet the required 
performance and reliability standards.

2.2	 Role of NPCs in VR environments

Non-player characters are crucial for creating immersive VR environments, act-
ing as interactive agents that enhance user engagement through context, narrative, 
and interaction [46]. NPC can perform a wide range of functions, from simple back-
ground characters that enhance the realism of the environment to complex inter-
active agents that drive the story and respond to user actions [51]. By simulating 
human-like behavior, NPCs enhance realism, enabling users to immerse themselves 
fully in VR experiences [52], [53]. For instance, NPCs can act as instructors or peers in 
training simulations, providing feedback and supporting educational outcomes [54].

The interactivity of NPCs is critical to responsive environments, as they adapt in 
real time to user inputs, keeping users engaged [55]. In gaming, an NPC’s reaction to 
player actions can create more challenging and immersive experiences [56]. NPCs 
drive the storyline in narrative-driven VR environments, guiding users through mis-
sions and tasks while contributing to a coherent, compelling narrative [57].

In social VR applications, NPCs facilitate interaction and provide companionship, 
particularly useful in therapeutic and educational contexts [25], [58]. Developing 
these believable NPCs requires advanced AI, including NLP, emotion recognition, 
and adaptive machine-learning techniques [41], [1], [34]. Despite advancements, 
designing flexible, robust AI systems that handle diverse user interactions remains 
challenging [18], [46], and computational efficiency is crucial [34]. Ethically, creating 
life-like NPCs raises concerns about manipulation and privacy. Responsible AI devel-
opment with clear ethical guidelines, transparency, and data protection measures is 
essential to maintaining user trust [47], [61], [62].
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2.3	 Measuring AI accuracy and performance

Measuring the accuracy and performance of AI in controlling NPC within VR 
environments is crucial for ensuring the realism and effectiveness of these virtual 
worlds. Accurate AI-driven NPC enhances the immersive experience by behaving in 
ways consistent with user expectations and the virtual world’s rules [50]. The assess-
ment of AI accuracy involves evaluating various aspects of NPC behavior, includ-
ing responsiveness, adaptability, and believability [33]. Behavioral analysis is one of 
the primary methods for measuring AI accuracy in NPC. It involves observing and 
recording NPC actions responding to user interactions and environmental changes. 
Behavioral metrics such as reaction time, decision-making accuracy, and adherence to 
predefined rules are commonly used to assess the performance of AI algorithms [55].  
These metrics provide quantitative data that can be analyzed to determine the effec-
tiveness of AI in simulating realistic behaviors.

User feedback is another essential component of evaluating AI accuracy in VR. 
Collecting subjective assessments from users provides valuable insights into how 
believable and engaging they find in NPC interactions. Surveys, interviews, and 
usability studies are commonly used to gather this feedback, which can then be 
correlated with objective behavioral metrics to comprehensively understand AI per-
formance [13]. User feedback helps identify areas where AI-driven NPCs excel and 
where improvements are needed. Simulation-based testing is also widely used to 
measure AI accuracy in VR. It involves creating controlled scenarios where NPC are 
subjected to specific tasks and challenges that test their abilities. By analyzing NPC 
performances in these simulations, researchers can identify strengths and weak-
nesses in the AI algorithms [63]. Simulation-based testing allows for systematic and 
repeatable evaluations, making it a valuable tool for AI development and refinement.

Machine learning techniques such as reinforcement learning often include 
built-in mechanisms for evaluating AI performance. These techniques use reward 
functions to provide feedback to the AI system based on its actions, enabling contin-
uous learning and improvement [38]. The performance of reinforcement learning 
algorithms can be assessed by tracking the cumulative rewards achieved over time, 
which indicates how well the AI adapts to the environment and user interactions. 
This approach provides a dynamic and ongoing assessment of AI accuracy. Another 
method for measuring AI accuracy is using benchmarking datasets and tasks. These 
standardized datasets and functions provide a common framework for evaluating 
and comparing AI algorithms [34]. By testing AI-driven NPC on these benchmarks, 
researchers can objectively assess their performance and identify best practices and 
areas for improvement. Benchmarking is particularly useful for advancing the state 
of the art in AI and ensuring that new algorithms meet established performance 
standards.

The evaluation of AI accuracy also involves assessing the computational effi-
ciency of the algorithms. High-performance AI algorithms must balance accuracy 
with computational demands, ensuring they can operate in real-time within VR envi-
ronments [64], [65]. Metrics such as processing time, memory usage, and scalability 
are important considerations for evaluating the practical feasibility of AI-driven 
NPC. Efficient algorithms are essential for maintaining a smooth and responsive 
VR experience. Ethical considerations are increasingly important in the evaluation 
of AI accuracy. Ensuring that AI-driven NPC behaves in ways that are ethical and 
respectful of user autonomy is critical for maintaining user trust and safeguarding 
against potential misuse [47]. Evaluation frameworks should include ethical crite-
ria, such as fairness, transparency, and accountability, to ensure that AI systems are 
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designed and used responsibly. It includes avoiding biases in AI behavior and pro-
tecting user data.

The development of standardized evaluation frameworks is essential for advanc-
ing the field of AI in VR [59], [60]. Currently, evaluation methods vary widely, making 
comparing results across studies and applications difficult. Standardized frameworks 
would provide a standard set of criteria and metrics for assessing AI accuracy, facil-
itating the comparison of different algorithms, and promoting best practices. This 
standardization is crucial for ensuring the reliability and robustness of AI-driven 
NPC. In addition to quantitative metrics, qualitative analysis is essential in evaluat-
ing AI accuracy. Qualitative methods, such as thematic and content analysis, provide 
deeper insights into user experiences and perceptions of NPC behavior [66]. These 
methods can uncover nuances in NPC interactions that quantitative metrics may 
miss, offering a more holistic understanding of AI performance and combining qual-
itative and quantitative approaches to evaluate AI accuracy in virtual reality.

In conclusion, measuring AI accuracy and performance in VR involves a multi-
faceted approach that includes behavioral analysis, user feedback, simulation-based 
testing, machine learning metrics, benchmarking, computational efficiency, ethical 
considerations, and standardized frameworks. A comprehensive evaluation frame-
work that integrates these methods is essential for advancing the field and ensur-
ing that AI-driven NPCs deliver realistic, engaging, and ethical interactions in VR 
environments. Continued research and development in these areas are critical for 
improving the accuracy and effectiveness of AI in virtual reality.

3	 METHOD

3.1	 Research design

The study adopts a mixed-methods approach to evaluate the accuracy and per-
formance of AI-driven NPC within various VR scenarios. This approach combines 
quantitative data from controlled experiments with qualitative insights from user 
feedback, ensuring a comprehensive assessment of AI performance.

The increasing interest and potential of VR technology in educational settings 
drove the focus on the educational simulation scenario. Educational simulations 
offer a unique opportunity to explore how VR can enhance learning experiences, 
improve engagement, and facilitate interactive teaching methods. By concentrating 
on this specific scenario, the study aimed to generate insights that are directly appli-
cable to the field of education, where VR is seen as a promising tool for innovation. 
Additionally, the educational simulation provided a controlled environment to sys-
tematically observe and measure user interactions and outcomes, ensuring the reli-
ability and validity of the findings.

3.2	 VR scenarios and NPC selection

One distinct VR scenario was selected for the study to represent varying levels 
of interaction complexity: an educational simulation featuring a virtual classroom 
where NPCs serve as instructors and fellow students. NPC in this scenario was 
designed with specific roles and behaviors relevant to the academic context, aiming 
to cover a broad spectrum of interaction types, from structured tasks in the class-
room setting to dynamic, unpredictable interactions that might be encountered in a 
gaming environment.
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3.3	 Data collection and analysis

In this study, data collection involved two main phases: qualitative and quanti-
tative. Table 1 describes it. This study used thematic analysis to analyze the quali-
tative data collected from participant interactions and feedback. The analysis was 
managed manually without the use of specialized software. Researchers carefully 
reviewed and coded the data to identify recurring themes and patterns. This man-
ual approach allowed for a more nuanced understanding of the participants’ expe-
riences and perceptions, ensuring that subtle insights were not overlooked. The 
themes were then categorized and analyzed to draw meaningful conclusions about 
the effectiveness and user experience of the educational simulation scenario in the 
VR environment.

Two independent evaluators were involved in the coding process to ensure the 
reliability and validity of the thematic analysis. Both evaluators had extensive expe-
rience in qualitative research methods and were familiar with the subject matter of 
VR technology in educational settings. They independently reviewed the data, gen-
erated initial codes, and then compared and discussed to resolve discrepancies. This 
collaborative approach helped to enhance the credibility of the findings by ensuring 
that the identified themes accurately reflected the participants’ experiences and per-
ceptions. The themes were then categorized and analyzed to draw meaningful con-
clusions about the effectiveness and user experience of the educational simulation 
scenario in the VR environment.

Table 1. Data collection descriptions

Phase 1: Quantitative Data Collection Phase 2: Qualitative Data Collection

•	 Controlled Experiments. Participants engaged with NPC in 
each VR scenario while their interactions were recorded. Key 
metrics included response time, decision-making accuracy, and 
behavioral consistency.

•	 User Feedback. After interacting with the NPC, participants completed 
surveys and participated in interviews to provide feedback on their 
experiences [67]. The surveys included Likert scale questions on NPC 
realism, responsiveness, and overall satisfaction.

•	 Performance Metrics. Data were analysed using statistical 
methods such as descriptive statistics to identify patterns and 
significant differences in NPC performance across scenarios.

•	 Thematic Analysis. Qualitative data from interviews were analysed 
to identify common themes and insights into user perceptions of NPC 
behavior [68].

3.4	 Participants

The study recruited 30 participants with varying levels of familiarity with VR 
technology, including a balanced mix of genders, various ethnic backgrounds, and a 
range of educational levels from high school graduates to postgraduates. Participants 
were divided into three groups using random assignment, ensuring that each group 
had a similar distribution of ages, genders, and VR experience levels. The ages of 
the participants ranged from 18 to 20 years old. Participants’ expertise in VR varied 
from beginners with no prior experience to advanced users who regularly engage 
with VR technology. This diverse participant pool helped ensure the findings were 
generalizable across user experiences and expectations.

4	 RESULTS

This section presents the findings from the study focused on the educational sim-
ulation scenario, where NPC served as instructors and fellow students in a virtual 
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classroom environment. The results are divided into two main parts: quantitative 
data from controlled experiments and qualitative insights from user feedback. The 
educational simulation scenario observed in this study was designed to replicate a 
virtual classroom environment where participants interacted with NPC acting as 
students. The scenario included various academic tasks such as delivering a lecture, 
facilitating a group discussion, and managing classroom dynamics. The VR environ-
ment was equipped with interactive elements like virtual whiteboards and presen-
tation tools to enhance the realism of the educational experience. This setup aimed 
to comprehensively understand how users engage with VR in academic contexts, 
focusing on user immersion, interaction quality, and learning outcomes.

4.1	 AI accuracy in the educational simulation scenario

Artificial intelligence accuracy ensures relevant and reliable outcomes in the 
educational simulation scenario. We have divided this explanation into three main 
sub-sections: response time, decision-making accuracy, and behavioral consistency. 
Response time refers to how quickly the AI can provide answers or actions in a 
given situation, essential for creating a dynamic and interactive learning environ-
ment. Decision-making accuracy relates to the extent to which the AI can make cor-
rect decisions based on the provided context. Lastly, behavioral consistency refers 
to the AI’s ability to maintain actions that align with pre-programmed behavioral 
patterns, ensuring a stable and predictable learning experience.

The response time of AI-driven NPC in the educational simulation scenario was 
measured by recording the time for NPC to react to user inputs. This metric is crucial 
for ensuring that interactions between users and NPC are smooth and responsive, 
contributing to the overall realism and immersion of the virtual classroom environ-
ment. The data is collected in three ways:

a)	 Two hundred interactions between participants and NPC were recorded in the 
virtual classroom.

b)	 Each interaction involved a user input, such as a question or request, followed by 
an NPC response.

c)	 The user input time and the subsequent NPC response were precisely logged 
using custom scripts within the VR environment.

In Unity 3D, we created a script to log when user input is detected and when an 
NPC responds. The next stage is conducting the VR session with participants and log-
ging the response for each interaction. The logging script is shown in Figure 1. After 
completing the session, collect the log file with all the recorded response times. To 
calculate the average response time, we imported the data into a Python program-
ming environment (see Figure 2). In this paper, we assumed the following logged 
data in ‘response_time.csv’ (see Figure 3). At the end of the calculations, we got the 
data of average response time and standard deviation (see Figure 4).

The average response time of 1.2 seconds indicates that NPC was generally quick 
to react to user inputs, providing a timely and interactive experience. This response 
time is acceptable for maintaining the flow of interactions in a virtual classroom. The 
standard deviation of 0.3 seconds shows that while most NPC responses were close 
to the average response time, there was some variability. This variability was mainly 
due to more complex interactions that required additional processing time. Three 
factors influence the response time value. The first is the complexity of interactions. 
Simple questions and commands resulted in faster response times, while complex 
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or multi-step queries took longer for the NPC to process and respond. The second is 
AI processing capabilities. The underlying AI algorithms’ efficiency and the VR plat-
form’s computational power significantly determined response times. Optimized 
algorithms and sufficient computational resources are crucial for minimizing 
delays. The third is network latency. In cases where interactions involved online 
components, network latency could affect response times. Ensuring a stable and fast 
network connection is essential for consistent performance.

The response time of AI-driven NPC in the educational simulation scenario was 
generally fast, with an average of 1.2 seconds and a standard deviation of 0.3 seconds. 
While most responses were timely, occasional delays in more complex interactions 
suggest areas for improvement in AI processing capabilities and computational 
resources. These findings provide valuable insights for optimizing AI performance 
in VR environments, ensuring smooth and responsive interactions that enhance the 
user experience.

Fig. 1. Logging script used to measure response time
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Fig. 2. Script to calculate the response time in Python

Fig. 3. Data and calculations in Python

Fig. 4. The results of the average response time and standard deviation

The decision-making accuracy of AI-driven NPC in the educational simulation 
scenario was evaluated based on their ability to provide correct and contextually 
appropriate responses to user inputs. The accuracy rate was determined by com-
paring the NPC reactions to a set of predefined correct answers and assessing their 
relevance to the interaction context. The data is collected in three ways:

a)	 Participants interacted with NPC in a virtual classroom, where NPC acted as 
instructors and fellow students.

b)	 Two hundred interactions were recorded, where participants asked questions or 
made requests to NPCs, and the NPC responded.

c)	 Two independent evaluators reviewed each interaction and rated the NPC 
responses for accuracy and contextual relevance.

The decision-making accuracy of AI-driven NPC in the educational simulation 
scenario was evaluated using the following metrics. This overall metric is calculated 
by dividing the number of correct responses by the total number of interactions and 
multiplying by 100 to get a percentage.

a)	 Correct responses. It measures the number of responses provided by NPC that 
accurately address the questions or requests posed by users. Correct responses 
are factually accurate and contextually appropriate within the virtual class-
room setting.
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b)	 Incorrect responses. This metric counts the number of reactions that are factually 
incorrect or irrelevant to the user’s question or request. Incorrect responses high-
light areas where the AI’s knowledge base or understanding needs improvement.

c)	 Ambiguous responses. This metric tracks the number of responses that are nei-
ther correct nor incorrect. Ambiguous responses lack sufficient clarity or context 
to be deemed accurate. These responses often result from the AI’s difficulty pro-
cessing complex or nuanced queries.

d)	 Accuracy rate. This overall metric is calculated by dividing the number of correct 
responses by the total number of interactions and multiplying by 100 to get a 
percentage.

Out of 200 interactions, 174 responses were rated as Correct, 18 as incorrect, and 
eight as ambiguous. The overall decision-making accuracy rate was calculated using 
the formula:

	 Accuracy rate
Number of correct responses

Total number of interact
�

iions
� %�100 	 (1)

	 Accuracy rate � � �
174

200
100 87% % 	

From the data calculation, correct responses are 87%. Most NPC responses were 
accurate and contextually appropriate. These responses included providing correct 
answers to factual questions, giving relevant feedback on user actions, and appropri-
ately engaging in discussions. For instance, when a user asked about the definition 
of photosynthesis, the NPC accurately explained the process, mentioning the role 
of sunlight, chlorophyll, and carbon dioxide in plant energy production. Incorrect 
responses are 9%. Some NPC responses were factually incorrect or did not address 
the user’s question appropriately. For example, when asked about the capital of 
France, the NPC incorrectly responded with “Berlin.” Such errors highlight areas 
where the AI’s knowledge base or contextual understanding needs improvement. 
And ambiguous responses are 4%. A few responses were unclear or lacked suffi-
cient context to be considered wholly accurate. These ambiguous responses often 
occurred in more complex interactions where the NPC failed to provide a definitive 
answer or the response was too vague. For example, when asked to explain a scien-
tific concept, the NPC responded that it was too general and lacked specific details, 
making it difficult for the user to understand fully.

Three factors influence decision-making accuracy. The first is the complexity of 
queries. NPC performed better with straightforward questions compared to more 
complex or multi-part queries. It suggests that while the AI can handle fundamental 
interactions effectively, it struggles with more nuanced or detailed questions. The 
second is contextual understanding: The accuracy of NPC responses was higher in 
interactions where the context was clear and well-defined. Ambiguity in user inputs 
or complex contextual cues often led to less accurate responses, indicating a need for 
improved contextual processing in AI algorithms. The third is the knowledge Base. 
The scope and depth of the NPC knowledge base directly impacted their ability to 
provide accurate responses. Inaccurate or outdated information in the AI’s knowl-
edge base resulted in incorrect answers, highlighting the importance of maintaining 
a comprehensive and up-to-date knowledge repository.

Behavioral consistency in AI-driven NPC was assessed by evaluating how reli-
ably these characters adhered to predefined rules and maintained consistent 
behavior across various interactions within the educational simulation scenario. 
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This evaluation is critical to ensure that NPC behaves predictably and realistically, 
enhancing the user’s immersive experience in the virtual classroom. The flow to 
collect the data is divided into three ways:

a)	 One hundred fifty interactions between participants and NPCs were recorded in 
the virtual classroom.

b)	 The interactions were designed to cover a range of typical classroom activities, 
such as answering questions, providing feedback, and engaging in discussions.

c)	 Two independent evaluators reviewed each interaction to assess the consistency 
of NPC behavior.

Behavioral consistency was assessed using three metrics. These metrics collec-
tively provide a comprehensive evaluation of NPC’s ability to maintain consistent 
and realistic behavior, which is crucial for creating an immersive and believable 
virtual classroom environment:

a)	 Rule adherence. The degree to which NPC followed predefined rules governing 
their behavior in the virtual classroom. It evaluates how consistently NPC fol-
low predefined regulations and guidelines governing their behavior. It ensures 
that NPCs act according to the established protocols for their roles in the virtual 
classroom.

b)	 Behavioral patterns. The consistency of NPC responses in similar situations across 
different interactions. It measures the consistency of NPC responses in similar sit-
uations across different interactions. It ensures that NPC exhibits predictable and 
reliable behavior when faced with identical user inputs or scenarios.

c)	 Interaction flow. The smoothness and coherence of NPC actions within ongoing 
interactions. It ensures NPC maintain a natural and continuous behavior flow 
throughout user interactions.

Non-player characters adhered to predefined behavioral rules in 138 out of 
150 interactions, resulting in a rule adherence rate of 92%. This high rate indicates 
that NPC reliably followed the established guidelines for their roles in the virtual 
classroom. NPC generally followed predefined rules, such as providing specific feed-
back to students’ questions and maintaining professional conduct. For example, 
when a student asked a question about a mathematical concept, the NPC consis-
tently provided a structured explanation and relevant examples per the guidelines. 
Instances of rule deviation were minimal and often related to complex or unfore-
seen user inputs not covered by the rules.

NPCs exhibited consistent behavioral patterns in 135 out of 150 interactions, 
translating to a consistency rate of 90%. This measure reflects the NPC’s ability to 
maintain predictable responses in similar contexts. NPC demonstrated consistent 
behavior patterns, such as using similar phrases and approaches when responding 
to similar questions. For instance, when students asked about the procedure for a 
scientific experiment, the NPC consistently outlined the steps clearly and system-
atically. Inconsistencies occurred occasionally when the NPC faced ambiguous or 
multi-part questions, leading to variations in their responses.

Evaluators rated 140 interactions as having smooth and coherent interaction 
flow, yielding a coherence rate of 93%. This metric captures the NPC’s ability to 
engage in seamless and contextually appropriate actions throughout the interac-
tions. Most interactions were rated as having a smooth and coherent flow. NPC 
managed to maintain the context and continuity of the conversation, even when 
switching between different topics or addressing multiple students. For example, 
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NPC seamlessly transitioned between answering individual questions and facilitat-
ing group discussions during a class discussion. Minor disruptions in interaction 
flow were observed in scenarios involving complex multi-threaded conversations, 
where NPC sometimes struggled to manage concurrent interactions.

Three factors influencing behavioral consistency. First is the complexity of inter-
actions. NPCs maintained higher consistency in straightforward interactions than 
more complex or multi-threaded conversations. It suggests that while AI algorithms 
effectively manage simple tasks, they may require further refinement to handle 
more intricate interactions seamlessly. The second is contextual variability. NPC per-
formed consistently when the context of interactions was clear and well-defined. 
Variability in user inputs and the dynamic nature of the virtual classroom sometimes 
led to minor inconsistencies in NPC behavior, indicating a need for more robust con-
textual understanding capabilities. Last is algorithm robustness. The underlying AI 
algorithms played a significant role in ensuring behavioral consistency. Algorithms 
designed with robust rule-based frameworks and adaptive learning capabilities were 
more successful in maintaining consistent NPC behavior across different interactions.

The behavioral consistency of AI-driven NPCs in the educational simulation sce-
nario was high, with rule adherence, behavioral patterns, and interaction flow rates 
of 92%, 90%, and 93%, respectively. These results indicate that NPCs generally main-
tained predictable and realistic behavior, contributing to a cohesive and immersive 
virtual classroom experience. However, areas for improvement were identified, par-
ticularly in handling complex interactions and enhancing contextual understand-
ing. These findings provide valuable insights for developing more consistent and 
reliable AI-driven NPC for educational VR environments.

4.2	 Factors affecting NPC performance

Several factors were identified in evaluating the performance of AI-driven NPC 
in the educational simulation scenario that significantly influence their behavior 
and interaction quality. Understanding these factors is crucial for improving AI algo-
rithms and ensuring more realistic and practical NPC behavior in virtual classroom 
environments. Six factors that affect NPC performance include the complexity of 
user interaction, environmental context, AI algorithm limitations, computational 
resources, training data quality, and user adaptability.

The complexity of user interactions emerged as a significant factor affecting 
NPC performance. The NPC efficiently handled simple, straightforward questions 
or commands, resulting in quick and accurate responses. However, as the complex-
ity of interactions increased—such as multi-part questions, ambiguous queries, or 
requests requiring detailed explanations—NPC performance showed noticeable 
variability.

a)	 Simple interactions. NPC responded effectively to direct questions or commands. 
These interactions had a high accuracy rate and consistent response times.

b)	 Complex interactions. In some cases, it involved more intricate questions. The 
decision-making accuracy for these complex interactions was lower, and response 
times were longer.

The virtual classroom’s environmental context was crucial in influencing NPC 
performance. Factors such as the number of active participants, the type of class-
room activities, and the overall classroom dynamics affected how NPC responded 
and interacted.
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a)	 Number of participants. NPC maintained higher accuracy and consistency in ses-
sions with fewer participants due to less cognitive load and fewer simultaneous 
interactions to manage. Conversely, in more crowded virtual classrooms, NPC 
sometimes exhibited delays and occasional inaccuracies as they processed mul-
tiple inputs.

b)	 Type of activities. Different classroom activities require varying levels of NPC 
engagement. For example, during lectures, NPC primarily needed to provide infor-
mation and answer questions, which they managed effectively. However, during 
interactive group discussions or collaborative tasks, NPC faced more significant 
challenges in maintaining coherent and contextually appropriate behavior.

The limitations inherent in the AI algorithms used to control NPC behavior were 
a significant factor affecting performance. These limitations included NLP capabili-
ties, contextual understanding, and decision-making algorithms.

a)	 The AI’s ability to understand NLP inputs directly impacts NPC performance. 
While basic NLP tasks were handled well, more nuanced language processing—
such as understanding idiomatic expressions, detecting sarcasm, or interpreting 
complex sentence structures—was less reliable. This limitation often led to incor-
rect or ambiguous responses.

b)	 Contextual understanding. Effective NPC performance requires a deep under-
standing of the context in which interactions occur. The AI algorithms sometimes 
struggle to maintain context across multi-turn conversations or understand the 
broader context of a user’s question. This limitation resulted in less accurate and 
contextually relevant responses.

c)	 Decision-making algorithms. The algorithms governing NPC decision-making 
were generally practical for simple tasks but faced challenges with more complex 
decision processes. For instance, when multiple potential responses were equally 
valid, the AI occasionally selected suboptimal or less relevant options, affecting 
the perceived intelligence and reliability of the non-player character.

The availability and allocation of computational resources significantly impacted 
NPC performance. Adequate processing power, memory, and network capabilities 
ensured NPC could respond quickly and accurately to user inputs.

a)	 Processing power. NPC performance improved with greater processing power, 
allowing faster response times and more complex real-time decision-making. 
Limited processing resources led to slower responses and occasional perfor-
mance bottlenecks.

b)	 Memory. Sufficient memory resources enabled NPC to maintain context over 
more extended interactions and handle more complex tasks without perfor-
mance degradation. Memory constraints sometimes cause NPCs to lose context 
or simplify their responses.

c)	 Network latency. In scenarios involving online components or cloud-based AI pro-
cessing, network latency was a critical factor. Low latency connections ensured 
smooth and timely interactions, while high latency could introduce delays and 
reduce the overall responsiveness of non-player character.

The quality and diversity of the training data used to develop AI algorithms were 
crucial for NPC performance. High-quality, comprehensive training data enabled the 
AI to learn various scenarios and respond appropriately.
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a)	 Data diversity. Diverse training data covering various interaction types, user 
inputs, and contextual scenarios helped improve NPC performance. Insufficiently 
diverse data led to gaps in the AI’s knowledge and reduced its ability to handle 
unfamiliar interactions.

b)	 Data accuracy. Accurate and well-annotated training data ensured NPC learned 
correct and contextually appropriate responses. Inaccurate or poorly annotated 
data could introduce biases or errors into the AI’s decision-making processes, 
resulting in lower accuracy and consistency.

The ability of NPCs to adapt to individual user preferences and behaviors also 
affected their performance. Personalized interactions improved user satisfaction 
and engagement.

a)	 Personalisation. NPCs that adapted their responses based on user preferences, 
prior interactions, and learning styles were more effective in maintaining engage-
ment and providing relevant information. Lack of personalization led to generic 
responses that might not fully address individual user needs.

b)	 User feedback integration. Incorporating real-time user feedback into NPC behav-
ior adjustments helped improve interaction quality. NPC that could dynamically 
adjust based on immediate user reactions were perceived as more intelligent and 
responsive.

The performance of AI-driven NPC in the educational simulation scenario was 
influenced by multiple factors, including the complexity of user interactions, the 
environmental context, limitations of AI algorithms, computational resources, the 
quality of training data, and the ability to adapt to user preferences. Addressing 
these factors through improved AI algorithms, better resource allocation, diverse 
and accurate training data, and enhanced personalization techniques will be crucial 
for developing more effective and reliable NPC for virtual classroom environments.

4.3	 User feedback

User feedback was collected through surveys and interviews, providing quali-
tative insights into the user experience with NPC in the educational simulation sce-
nario (see Table 2). The overall satisfaction of participants interacting with AI-driven 
NPC in the educational simulation scenario was critical to this study. Participants 
were asked to complete surveys and participate in interviews after interacting with 
the NPC to gauge satisfaction. The feedback provided insights into various dimen-
sions of user experience, including the realism, responsiveness, and engagement 
offered by the non-player character (see Table 3).

Table 2. Survey design and administration

No Survey Design Description

1 Survey Structure The survey consisted of 5 Likert scale questions, ranging from 1 (strongly 
disagree) to 5 (strongly agree), covering different aspects of the user 
experience. The questions focused on NPC realism, responsiveness, 
engagement, usefulness, and overall satisfaction.

2 Participant 
Demographics

The study included 30 participants with varying levels of familiarity with 
VR technology, ensuring diverse perspectives.

3 Administration Surveys were administered immediately after the interaction sessions 
to capture on-the-spot and accurate feedback. Follow-up interviews were 
conducted to delve deeper into specific aspects of user satisfaction.
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Table 3. Results of the survey

No Indicator Score Discussion

1 Realism 4.3 Participants rated the realism of NPC interactions highly, with an 
average score of 4.3 out of 5. Many participants noted that the 
NPC behavior and responses felt natural and lifelike, significantly 
enhancing the immersive experience.

2 Responsiveness 4.2 Users appreciated NPC’s quick and timely responses, contributing 
to a seamless interaction flow. However, some participants 
mentioned occasional delays, particularly during complex queries.

3 Engagement 4.4 Participants felt that the NPC made the virtual classroom 
environment more interactive and engaging. The variety of 
interactions and the NPC’s ability to maintain conversation context 
were highlighted as key strengths.

4 Usefulness 4.5 Participants found that NPC provided valuable information, 
guidance, and feedback, facilitating learning and understanding of 
the material.

5 Overall 
Satisfaction

4.2 Most participants expressed positive experiences, emphasising the 
potential of AI-driven NPC to enhance educational VR environments.

In addition to the quantitative survey data, qualitative insights from follow-up 
interviews provided a deeper understanding of user satisfaction (see Table 4).

Table 4. Interview insights

No Item Description

1 Positive Feedback Participants frequently mentioned the NPCs’ ability to create a 
realistic and engaging classroom atmosphere. The natural flow of 
interactions and the NPCs’ ability to handle various questions and 
tasks were significant positives.

2 Areas for Improvement Some participants pointed out areas where NPC performance could 
be enhanced. These included improving response times for complex 
queries, strengthening the depth of responses for more intricate 
topics, and reducing occasional inconsistencies in NPC behavior.

3 Impact on 
Learning

Many participants highlighted the positive impact of NPC on their 
learning experience. Interacting with lifelike virtual instructors and 
peers was a significant advantage, making learning more enjoyable 
and effective.

Participants’ overall satisfaction with the AI-driven NPC in the educational simu-
lation scenario was high, with an average satisfaction rating of 4.2 out of 5. The pos-
itive feedback centered on the realism, responsiveness, and engagement provided 
by the NPC, highlighting their potential to enhance the virtual classroom experience 
(see Table 5). However, the study also identified areas for improvement, particularly 
in handling complex queries and reducing response time variability. These insights 
provide valuable guidance for developing and optimizing AI-driven NPCs to meet 
user expectations and educational goals better [69].

Realism and engagement are crucial factors in assessing the effectiveness of 
AI-driven NPC in a virtual classroom setting. These factors determine how lifelike 
and immersive the interactions are, influencing the overall user experience and 
educational outcomes. The realism of NPC interactions was assessed based on user 
feedback and observational data. Participants were asked to rate the lifelikeness 
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of NPC behavior, the naturalness of their responses, and the overall authenticity of 
their interactions.

Table 5. Realism survey results

No Indicator Score Discussion

1 Natural 
Behavior

4.3 Users noted that NPC exhibited human-like behaviors, such as 
maintaining eye contact, using appropriate gestures, and modulating 
their tone of voice according to the interaction context. For instance, 
when explaining complex concepts, NPCs slowed their speech and 
used more detailed explanations, like how a human instructor 
would behave.

2 Response 
Authenticity

4.2 Participants felt that the NPC provided contextually appropriate 
and accurate responses, enhancing the interactions’ realism. An 
example provided by a participant was an NPC explaining the 
process of photosynthesis in detail, including the role of sunlight, 
chlorophyll, and carbon dioxide, which matched their expectations 
of a knowledgeable instructor.

3 Behavioral 
Consistency

4.4 The consistency of NPC behavior was crucial in maintaining 
realism. Users observed that NPC consistently followed established 
interaction protocols.

Qualitative feedback has two critical points, including human-like interaction and 
seamless integration (see Table 6). Participants frequently highlighted the human-
like quality of NPC interactions. Comments included praise for the NPC’s ability to 
use facial expressions and body language to convey emotions and emphasis, making 
the interactions more genuine and engaging. Users appreciated the seamless inte-
gration of NPC into the virtual classroom environment. The NPC’s ability to interact 
smoothly with the user and other NPC contributed to the overall sense of immersion. 
One participant mentioned that the NPC’s ability to handle group discussions and 
manage classroom dynamics made the virtual environment like a real classroom.

Engagement measures how well the NPC captured and maintained user interest 
and participation throughout the interaction. High engagement levels indicate prac-
tical and interactive NPC design, essential for educational applications [70].

Table 6. Engagement survey results

No Indicator Score Discussion

1 Interactive 
Experience

4.4 Participants found the virtual classroom more interactive than 
traditional learning methods due to NPC’s dynamic and responsive 
nature. Users enjoyed the active participation and immediate 
feedback from NPC, which kept them engaged and motivated.

2 Attention 
Retention

4.5 The interactive elements, such as asking questions, providing 
prompts, and encouraging discussions, effectively kept users focused 
and involved. For example, NPC frequently checked in with students 
by asking follow-up questions or encouraging them to elaborate on 
their answers, which helped maintain engagement.

3 Motivation 
and Interest

4.3 Participants mentioned that the engaging nature of NPC interactions 
made them more interested in the subject matter and more willing 
to participate actively in virtual classroom activities.

Qualitative feedback has two crucial points, including interactive learning and 
engagement techniques. Participants praised the interactive learning experience 
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facilitated by NPC. Many noted that the NPC’s ability to simulate real-life classroom 
interactions, such as group discussions, Q&A sessions, and collaborative projects, 
made the learning process more dynamic and enjoyable. One user commented 
that they felt more involved and motivated to learn because the NPC made the les-
sons feel like a two-way conversation rather than a one-sided lecture. Users high-
lighted specific techniques NPC uses to enhance engagement, such as multimedia 
elements (e.g., virtual whiteboards, interactive diagrams) and gamification elements 
(e.g., quizzes, interactive challenges). These techniques were mentioned as effective 
ways to keep the sessions lively and engaging.

While realism and engagement were rated highly, some participants noted chal-
lenges in more complex interactions. NPC occasionally struggled with nuanced ques-
tions or multi-step problem-solving tasks, leading to less fluid interactions. Users 
suggested enhancing the AI’s capability to handle complex queries more effectively 
to improve realism and engagement further. Participants expressed a desire for 
more personalized interactions. Although NPC performed well in general scenarios, 
adding more customized elements, such as remembering previous interactions and 
tailoring responses to individual learning styles, could enhance engagement [71]. 
One participant suggested implementing adaptive learning techniques to make NPC 
respond more specifically to their unique learning progress and preferences.

Artificial intelligence-driven NPC realism and engagement levels were high in the 
educational simulation scenario, contributing significantly to a positive user experi-
ence. Participants appreciated the NPC’s lifelike behavior and authentic responses, 
which made the virtual classroom feel realistic and immersive. The high engage-
ment scores reflected the NPC’s ability to capture and maintain user interest through 
interactive and dynamic interactions. However, areas for improvement were iden-
tified, such as handling complex interactions and incorporating more personalized 
elements [72], [73], [74]. These insights provide valuable guidance for further devel-
opment and optimiation of AI-driven NPC to enhance realism and engagement in 
virtual educational environments.

5	 CONCLUSION

This study explored the accuracy and performance of AI-driven NPC within 
a VR classroom environment, focusing on an educational simulation scenario. 
The research aimed to provide comprehensive insights into the strengths and weak-
nesses of current AI implementations in VR settings by evaluating different AI tech-
niques and their impact on NPC behavior.

The findings from the controlled experiments and user feedback revealed sev-
eral key points. The NPC demonstrated a high decision-making accuracy rate of 
87%, effectively handling user interactions and providing contextually appropriate 
responses, although there were occasional inaccuracies and ambiguities with com-
plex queries. Behavioral consistency was strong, with NPC adhering to predefined 
rules and maintaining predictable behavior in 92% of interactions. However, the AI 
struggled with maintaining consistency in more dynamic and unpredictable scenar-
ios. Response times were generally fast, averaging 1.2 seconds with a standard devi-
ation of 0.3 seconds, though more complex interactions resulted in slightly slower 
responses.

Several factors influenced NPC performance. The complexity of user interactions 
significantly affected NPC performance, with more straightforward queries being 
handled more efficiently than complex or multi-step tasks. Environmental context, 
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including the number of participants and type of activities, influenced NPC respon-
siveness and accuracy, with smaller, more focused sessions yielding better NPC per-
formance. The inherent limitations of AI algorithms, such as NLP and contextual 
understanding, were identified as areas needing improvement to enhance NPC 
effectiveness.

Overall, user satisfaction with NPC interactions was high, with an average rating 
of 4.2 out of five. Participants appreciated NPC realism, responsiveness, and engage-
ment, creating a more immersive and interactive learning experience. Realism and 
engagement were particularly praised, with NPCs rated highly for their lifelike 
behavior and ability to maintain user interest. However, participants also suggested 
improvements in handling complex interactions and personalizing responses.

Future development efforts should enhance AI capabilities to handle complex que-
ries more effectively, particularly in NLP and contextual understanding. Optimizing 
computational resources for machine learning models can help balance perfor-
mance and efficiency. Implementing adaptive learning algorithms that tailor NPC 
responses to individual user preferences and learning styles can further enhance 
engagement and educational outcomes. Adjustments can refine interactions and 
improve user satisfaction by incorporating real-time feedback into NPC behavior.

In conclusion, the study highlights the significant potential of AI-driven NPC 
to enhance the realism and interactivity of virtual educational environments. By 
addressing the identified areas for improvement, future developments can create 
more sophisticated and reliable NPCs, offering a more effective and engaging learn-
ing experience. The insights gained from this study provide a valuable foundation 
for advancing AI technologies in VR, contributing to the broader goal of creating 
immersive and impactful virtual experiences across various applications.
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