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PAPER

Evaluation and Detection of Cyberattack in IoT-Based 
Smart City Networks Using Machine Learning on the 
UNSW-NB15 Dataset

ABSTRACT
With the proliferation of Internet of Things (IoT) devices across various applications, for example, 
smart homes, drones, and healthcare, the security vulnerabilities have also increased, necessitat-
ing robust network intrusion detection systems (NIDS). This study focuses on the classification 
of cyberattacks, including denial of service (DoS), worms, and backdoor attacks, from normal 
network traffic using the UNSW-NB15 dataset. machine learning (ML) and deep learning (DL) 
models, such as decision tree (DT) classifier, K-nearest-neighbor (KNN) classifier, linear regression, 
linear support vector machine, logistic regression (LR), multi-layer perceptron (MLP), and ran-
dom forest (RF), were employed for both binary and multi-class classification. Data preprocessing 
involved handling null values, one-hot encoding categorical variables, and normalizing numer-
ical features. Feature selection was performed using the Pearson correlation coefficient method, 
reducing the dataset attributes significantly. The models demonstrated high accuracy in detecting 
anomalies, with the RF classifier achieving the highest accuracy of 98.64% for binary classification 
and notable performance across multi-class classifications. This study underscores the effective-
ness of ML techniques in enhancing IoT network security and offers comprehensive insights.
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1	 INTRODUCTION

In its 2024 Global Risk Report, the World Economic Forum named online attacks 
as one of the biggest challenges to the global financial structure [1]. There are now 
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more security flaws due to the growth of Internet of Things (IoT) devices in smart 
cities. Despite improving automation and management, these networked devices’ 
large and frequently unsecure networks make them vulnerable to cyber assaults. 
In order to protect these networks from potential threats, it is necessary to design 
strong network intrusion detection systems (NIDS).

Smart cities utilize IoT technology to connect and synchronize various devices 
and appliances, enabling remote monitoring, automation, and control. However, 
these interconnected systems are susceptible to intrusions due to the presence of 
sensitive personal and corporate data. Anomaly detection emerges as a promising 
approach for identifying illicit activities within smart cities [2]. Extant literature, on 
the other hand, is primarily concerned with breaches pertaining to the IoT and does 
not sufficiently address the identification of abnormalities that are unique to smart 
home environments. This problem is made worse by the dearth of thorough data 
that truly captures the complexity of smart homes, which include people with differ-
ent skill levels and a wide range of constantly changing device kinds [3].

Cybercriminals find IoT devices appealing for a variety of reasons, including low 
technical proficiency among consumers, a high frequency of insecure IoT devices, 
insufficient security configurations, poor control applications, and the significant 
value attached to digital assets that are easily accessible. The IoT is anticipated to 
have nearly 50 billion linked gadgets by 2023, which increases the attraction of the 
network for cybercriminals due to its rapid growth [4].

Fig. 1. Network intrusion detection system monitoring

The use of anomaly-based detection systems (ADS’s) offers a chance to recognize 
unknown cyberthreats. Distinguishing between normal and deviant behaviors is 
the main goal inside the multidimensional ADS’s realm. These systems need to first 
create a baseline of normal behavior to accomplish this. They must therefore con-
tinue to be on the lookout for any notable changes to the network or device that 
might point to questionable activity. It’s especially challenging to stay relevant in this 
space because user behavior and cyberattack tactics are always changing [2].
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The IoT connects more than just computers and smartphones to the internet. 
It encompasses a vast network of electronic devices, mechanical devices, and sen-
sors. This expansion, while enabling exciting new applications, has also introduced 
significant security weaknesses. As the number of IoT devices continues to grow, so 
does the risk of cyberattacks [5].

The reach of IoT devices extends far beyond our traditional digital compan-
ions. From fire alarms and drones to smart home appliances and healthcare 
equipment, these interconnected devices are transforming numerous aspects of 
our lives. However, this growing network also presents a potential security night-
mare. Malicious actors gaining access to these systems could have devastating con-
sequences. To mitigate this risk, NIDS is deployed. These systems analyze network 
traffic, identifying and flagging malicious activity [6]. NIDS play a crucial role in pro-
tecting organizations’ cloud, on-premises, and hybrid infrastructure, safeguarding 
them from cyberattacks targeting IoT devices.

The research addresses the challenge of detecting cyberattacks in IoT-based traf-
fic within a smart city’s network. It discusses the use of various machine learning 
(ML) models for classifying cyber intrusions, for example, worms, denial of service 
(DoS), and backdoor breaches, from typical network activity to intrusion detection. 
The study utilizes the UNSW-NB15 dataset for training these models. The key focus 
is on enhancing security measures for IoT devices deployed in smart cities due to 
the increased vulnerability posed by the expanding use cases of such devices. The 
absence of robust techniques to identify anomalies unique to smart home envi-
ronments, compounded by a scarcity of comprehensive data reflecting the diverse 
makeup of smart homes, further underscores the significance of this study endeavor. 
Therefore, the research aims of the article can be encapsulated as follows:

•	 Develop a NIDS employing ML models to classify and detect various types of 
cyberattacks within IoT-based smart city network traffic utilizing the UNSW-NB15 
dataset for training and evaluating.

•	 Prepare separate datasets for binary classification (normal vs. abnormal traffic) 
and multi-class classification (different categories of attacks) and evaluate and 
compare the performance of these models’ employing metrics, for example, 
accuracy, mean absolute error, R2 score, mean squared error, and root mean 
squared error.

2	 RELATED	WORK

The UNSW-NB15 dataset has been used by numerous academics to assess the NIDS. 
For example, to approximate the radial basis function (RBF), in [7] kernel approxi-
mation technique used within a support vector machine (SVM). For their investiga-
tion, they integrated the NSL-KDD, Moore, and UNSW-NB15 datasets [8] leveraged 
the UNSW-NB15 and network information management and security group (NIMS) 
datasets to extract attributes relevant to domain name system (DNS), hypertext trans-
fer protocol (HTTP), and MQTT attacks. They used artificial neural networks (ANN), 
decision trees (DT), and naive bayes (NB) as their three ML methodologies.

High-level features were extracted from the dataset using a deep feature embed-
ding learning (DFEL) technique. SVM, gaussian naive bayes (GNB), K-nearest neigh-
bors (KNN), gradient boosting tree (GBT), DT, and logistic regression (LR) are a few 
examples of ML techniques that were then applied for evaluation, as shown by [9]. 
The UNSW-NB15 dataset was used to create various numbers of clusters, and their 
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effectiveness was assessed using Silhouette’s measure [10], which verifies the consis-
tency of data clusters. This was followed by assessment using several ML techniques 
based on DT, as shown by [11].

2.1	 Cyberattacks

The distinct environments surrounding each smart home or similar setup make 
them susceptible to various logical cyberattacks and cyber threats emerging from 
computer networks and interconnected devices. Following the advancement of the 
Internet and computer networks, these cyber assaults have developed and adjusted, 
incorporating approaches such as DoS, sniffing, investigating, and so on [12]. The 
distinctive features of emerging IoT devices, including their limited computational 
capacity and a focus on prioritizing utility over security, make them particularly vul-
nerable to certain threats specifically designed for IoT. As integral components of the 
aforesaid environments, IoT devices can be exploited through any vulnerability. Many 
common cyberattacks, some dating back to the era of early communication technol-
ogies, continue to be applicable across various types of networks, involving IoT [12].

The cybercriminal exploits the attributes of the device to disrupt its ability to pro-
vide services, called DoS. By leveraging the computing capacity of the device and the 
bandwidth of the network, the attacker can render the device unusable, and its ser-
vice availability is diminished. Smart home devices are especially susceptible to this 
type of attack due to their reduced processing capabilities and may even be affected 
by basic DoS attacks [13]. A distributed denial of service (DDoS) attack causes the 
server to become overloaded, causing it to become nonresponsive and reducing its 
service accessibility. The absolute most destructive instances of a DDoS attack was 
on the DNS Dyn, the service supplier, carried out by a botnet called Mirai, which 
consisted of infected smart home devices. This attack impacted numerous major 
websites, including Visa, PayPal, GitHub, and Amazon [14].

The primary goal of a worm (malicious software), once installed on a device, is 
to autonomously recreate and spread to connected equipment using the network. 
Consequently, the attacker overseeing this worm can impose significant damage 
on the intended recipient. Scholars have proposed that the worm could potentially 
spread by jumping from one compromised light source to nearby ones through their 
connections. Since Philips Hue lights haven’t been fully verified, this intrusion could 
potentially escalate and propagate uncontrollably [15].

The backdoor technique is employed to bypass a device’s security measures, such 
as authentication and encryption, to establish covert access and enable control with-
out the user’s knowledge. The study by [16] focuses on IoT backdoors, addressing 
issues such as weak cryptographic methods, evasion of system authentication, and 
exploitation of hardware vulnerabilities. This study highlights the associated risks 
and intrusion methods.

2.2	 Intrusion	detection	systems

Intrusion detection systems (IDS) function as guardians in the digital world, con-
stantly on the lookout for cyberattacks. They employ a diverse arsenal of strategies, 
network configurations, and techniques to identify these malicious attempts. To 
understand IDS capabilities, we can categorize them based on their focus (signa-
ture-based or anomaly-based), deployment location (network or host-based), and 
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detection methods (behavioral or misuse-based). Evaluating their effectiveness 
relies on metrics that assess accuracy, precision, and overall usefulness in a real-
world setting [17].

A NIDS detects cyberattacks using various methods. One type, known as misuse 
IDS or rule-based IDS, employs a database storing patterns and signatures of known 
attacks. It identifies a behavior as malicious if it matches any of these rules, necessi-
tating constant updates. This method is similar to anomaly-based detection systems, 
but it relies on manually created standards that capture acceptable system behav-
iors. It detects deviations from these norms, which can be based on security policies. 
This approach enables an IDS to monitor internal node activity in IoT environments, 
ensuring that nodes comply with all routing protocols [18].

Network intrusion detection systems traditionally rely on signature-based detec-
tion, which struggles to identify novel attacks. ML offers a powerful alternative. By 
continuously analyzing network traffic, ML models can learn the patterns of nor-
mal activity. This allows them to detect deviations from these patterns, potentially 
uncovering new and unknown cyberattacks that traditional methods might miss. 
This integration of ML into NIDS enhances their ability to adapt and effectively safe-
guard networks against evolving cyber threats [19].

A typesetting team will do the final touch on your manuscript; you don’t need 
to use specific styles to format it. However, the following points are the minimum 
requirements:

•	 File format: .doc or .docx
•	 Page size: A4
•	 Page margins: top/bottom: 52 cm; right/left: 4.4 cm
•	 Body text font size 10pt
•	 Equations should be editable (use the MS word formula editor)
•	 Correct citation style (see 2. citations/references)

Generally speaking, it should look like this document. Using the styles of this doc-
ument may make things easier for you, but you don’t need to use them.

2.3	 Theoretical	framework

This study delves into the critical domain of cyberattack detection within IoT-based 
smart city networks, firmly grounded in foundational concepts of network security. 
The study emphasizes the escalating security vulnerabilities accompanying the pro-
liferation of IoT devices across various sectors. By employing a NIDS, organizations 
can comprehensively scrutinize network traffic to identify and thwart malicious 
activities. This approach underscores the paramount importance of safeguarding 
IoT ecosystems to guarantee the security and integrity of critical infrastructures. 
Leveraging diverse ML models, the research classifies a spectrum of cyberattacks 
ranging from DoS to backdoor infiltrations amidst normal network traffic. The 
use of the UNSW-NB15 Dataset for training and assessing models further fortifies 
the empirical foundation of the research. Through meticulous data preprocessing, 
feature engineering, and model selection, the study establishes a robust framework 
for enhancing intrusion detection capabilities within IoT environments. This empir-
ical framework is underpinned by theoretical insights from cybersecurity, data 
science, and computer science disciplines, facilitating a multidimensional approach 
to cyber defense.
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Our understanding of cyber defense mechanisms customized for IoT ecosystems 
in smart city contexts is advanced by the study’s theoretical foundations, method-
ological rigor, and multidisciplinary approach. This all-encompassing method not 
only improves hack detection but also adds to the larger conversation about protect-
ing vital infrastructures in the increasingly interconnected smart city environments.

3	 METHOD

The research methodology employed in this study adopts a quantitative approach 
to investigate intrusion detection in the network traffic of IoT-based smart cities. The 
population under investigation comprises data on network traffic captured in the 
UNSW-NB15 Dataset, obtained from the cyber range lab of the Australian Centre for 
Cyber Security (ACCS). This dataset contains raw network packets and associated 
features, facilitating the analysis of various cyberattacks such as DoS, worms, back-
door, and others.

3.1	 Classification	of	anomaly	detection

Depending on whether labelled data is available, three distinct classifications of 
abnormality identification can be established [20]. The Table 1 below elaborates on 
the three categories.

Table 1. Classification of anomaly detection

Classifier Description

Supervised Anomaly  
Detection

Using data labeled as “normal” and “anomaly,” a model is developed 
to ascertain whether a new instance is normal or abnormal.

Semi-Supervised 
Anomaly Detection

During model generation, only instances from typical classes are considered. 
An anomaly denotes a novel sample that defies classification as normal.

Unsupervised Anomaly  
Detection

The classification model can be built without relying on training data 
with labels.

 d
t normal under threshold

t anomaly above thresho
�

�
�
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�
�
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Current approaches. Existing approaches to cyberattack identification in IoT-
based networks of smart city traffic typically involve the use of ML models trained 
on labeled datasets [21]. These models are tasked with classifying various types of 
cyberattacks, such as DoS, worms, backdoors, and others, from normal network traf-
fic. The UNSW-NB15 Dataset is commonly utilized for training these models, provid-
ing a diverse set of network traffic data with labeled attack categories. Strengths of 
existing approaches include their ability to leverage labeled datasets for supervised 
learning, enabling the development of accurate classification models.

Possible approaches. Possible approaches to cyberattack identification in IoT-
based network traffic of smart cities encompass a range of innovative strategies and 
methodologies. One promising avenue involves the exploration of unsupervised 
learning techniques [22], which do not require labeled data for training and can 
thus adapt more easily to evolving threat landscapes. Another possible approach 
is the integration of anomaly detection algorithms, which can identify deviations 
from normal behavior in network traffic without relying on predefined attack 
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signatures [23]. This approach may be particularly effective for detecting previously 
unseen attacks or zero-day exploits.

3.2	 Data	explanation	and	preprocessing

The dataset comprised 175,341 rows and 45 characteristics. The dataset contained 
81,173 rows and 45 attributes after null values were removed. Datatype information 
from the features dataset is used to transform different data types for attributes.

Using pd.get_dummies(), the categorical columns “proto,” “service,” and “state” 
are one-hot encoded; these three characteristics are then deleted. 19 attributes made 
up the data_cat Dataframe following one-hot encoding. The primary dataframe and 
data_cat are concatenated. The dataframe’s total attributes are 61. In relation to data 
normalization the MinMax scaler is used to scale the DataFrame’s 58 numerical 
columns. The characteristics that exhibited a correlation coefficient of greater than 
0.3 with the target attribute label were chosen.

The dataset was split into two categories for binary classification: ‘normal’ and 
‘abnormal’ categories, while for multi-class classification, attacks were categorized 
into nine classes. Feature selection was performed using the Pearson Correlation 
Coefficient [24] method to identify attributes highly correlated with the target labels. 
Data analysis involved interpreting the performance of the models and comparing 
their effectiveness in detecting different types of cyberattacks from network traffic. 
The results obtained from the trained models were analyzed to draw meaningful 
conclusions regarding the efficacy of ML approaches in cyberattack identification 
for IoT-based smart city networks.

3.3	 Binary	classification

To classify any incoming network data as either normal or containing an attack, the 
models were trained on this binary categorization. Although this is a more straight-
forward method, it lacks information regarding the nature of the attack. The “label” 
property is divided into “normal” and “abnormal” categories. The ‘label’ property is 
saved with its encoded labels once it has been encoded using LabelEncoder(). Binary 
dataset with 61 columns and 81173 rows. Following feature selection, ‘bin_data’ has 
15 properties, which are ‘rate,’ ‘sttl,’ ‘sload,’ ‘dload,’ ‘ct_srv_src,’ ‘ct_state_ttl,’ ‘ct_dst_
ltm,’ ‘ct_src_dport_ltm’, ‘ct_dst_sport_ltm’, ‘ct_dst_src_ltm’, ‘ct_src_ltm’, ‘ct_srv_dst’, 
‘state_CON’, ‘state_INT’, and ‘label’.

3.4	 Multi-class	classification

The models are able to detect malicious traffic and identify the exact kind of 
attack that is being attempted. This gives security staff more precise information so 
they can respond appropriately. The ‘attack_cat’ characteristic is divided into nine 
groups. “Analysis,” “Backdoor,” “DoS,” “Exploits,” “Fuzzers,” “Normal,” “Generic,” 
“Reconnaissance,” and “Worms” Attack_cat is one-hot-encoded, and its labels are 
kept in label after being encoded using LabelEncoder().

Multiple classes Dataset: 69 columns, 81173 rows. Following feature selection, 
‘multi_data’ has 16 properties, which are ‘dttl’, ‘swin’, ‘dwin’, ‘tcprtt’, ‘synack’, ‘ack-
dat’, ‘label’, ‘proto_tcp’, ‘proto_udp’, ‘service_dns’, ‘state_CON’, ‘state_FIN’, ‘attack_
cat_Analysis’, ‘attack_cat_DoS’, ‘attack_cat_Exploits’, ‘attack_cat_Normal’.
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3.5	 Approaches	for	validation

We utilized IDS validation techniques to ascertain the accuracy of a NIDS model 
in representing the system’s ability to detect attacks. These methods include the-
oretical, empirical, and speculative procedures, which are employed to verify the 
effectiveness of NIDS [2]. Various criteria can be used to assess a NIDS, each of which 
should be applied based on its specific context. When constructing NIDS, essential 
criteria such as minimizing false alarms, managing resource usage efficiently, and 
effectively identifying threats in real-time need to be considered [2].

Various ML models were trained and evaluated on the preprocessed datasets, 
including DT classifier, KNN classifier, linear, RF classifier, multi-layer perceptron 
(MLP) classifier, linear regression model, and LR model. These are assessed using 
metrics such as mentioned underneath.

 Accuracy
No of Correct Predictions

Total No of Predictions
�

. � �

� . �
���100  (2)

 Precision
TP

TP FP
�

�
 (3)

 Recall
TP

TP FN
�

�
 (4)

 F
Precision Recall

Precision Recall
1 2� �

�
�

� ��  (5)

3.6	 Analysis	of	the	ML	algorithms	used

Support vector machines, or SVMs, are excellent at identifying the hyperplanes 
in data that best distinguish legitimate IoT traffic from malicious information, which 
makes them useful for identifying anomalies in IoT devices with limited resources.

Several DTs are used in RF, a potent ensemble technique, to provide reliable 
IoT attack detection. In order to detect patterns that differ from typical behavior, 
it analyzes a variety of network traffic features, which successfully flags possible 
assaults [25].

One such straightforward method for detecting IoT attacks is KNN. It uses the 
training data’s normal traffic patterns and labelled attack patterns to determine 
how to classify new data pieces [26]. DTs are well-suited for IoT attack detection 
as they can learn a series of rules based on various data features (e.g., device 
type, data volume) to classify incoming traffic as normal or belonging to a specific 
attack category [27]. LR, unlike linear regression, can handle the binary nature of 
attack detection (normal vs. attack) in IoT networks. It analyzes various features of 
network traffic and predicts the probability of an event being an attack, offering a 
more nuanced approach than simple thresholds [25].

By passing IoT data through several layers, the MLP, a kind of ANN, can learn 
intricate patterns. This makes it useful for identifying non-linear correlations 
between features and possible IoT assaults [28]. Linear regression for detecting IoT 
attacks involves modeling the relationship between network traffic features and the 
likelihood of an attack to identify anomalies [29]. By comparing and assessing the 
performance of different ML algorithms, this study determined the best strategy for 
accurate and efficient hand signal detection in the context of PSL.
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4	 EVALUATION	OF	RESULTS	AND	DISCUSSION	ON	IMPACTS

Evaluation metrics such as accuracy, MAE, MSE, RMSE, and R2 Score assess the 
performance of ML algorithms. Accuracy gives an overall measure of correctness, 
but it might not be sufficient when dealing with imbalanced datasets. Precision 
focuses on the accuracy of positive predictions, while recall highlights the ability of 
the model to capture positive instances [30].

4.1	 Results

In Table 2, among the ML models tested for IoT attack detection on UNSW-NB15, 
RF excelled with the highest accuracy (98.64%) and the best metrics (MAE, MSE, 
RMSE, R2). MLP followed closely, suggesting both are strong choices for intrusion 
detection in IoT.

Table 2. Binary classification evaluation

Classifier Accuracy MAE MSE RMSE R2 Score

DT 98.09% 0.019 0.019 0.138 89.56

KNN 98.31% 0.017 0.017 0.130 90.74

Lin. Regression 97.81% 0.022 0.022 0.148 88.21

Lin. SVM 97.85% 0.021 0.021 0.147 88.45

Logistic Regression 97.80% 0.022 0.022 0.148 88.18

MLP 98.37% 0.016 0.016 0.128 91.11

RF 98.64% 0.014 0.014 0.116 92.60

Table 3 presents evaluation results for multi-class classification on the UNSW-NB15 
dataset. The linear regression model achieves 95.13% accuracy and a notable R2 score 
of 91.82. Other models, including DT, KNN, Linear SVM, LR, MLP, and RF classifier, 
achieve accuracies between 97.20% and 97.59%. Linear SVM and LR stand out with 
the highest accuracy of 97.59%, MAE of 0.060, RMSE around 0.424–0.425, and R2 
scores of 87.88-87.93. The RF classifier, with 97.32% accuracy, shows slightly higher 
MAE (0.066), RMSE (0.446), and R2 score of 86.64. Overall, linear SVM and LR demon-
strate balanced performance in IoT attack detection, combining high accuracy, low 
error rates, and strong R2 scores.

Table 3. Multi-class classification evaluation

Classifier Accuracy MAE MSE RMSE R2 Score

DT 97.20% 0.068 0.205 0.453 86.18

KNN 97.37% 0.065 0.194 0.441 86.93

Lin. Regression 95.13% 0.068 0.121 0.349 91.82

Lin. SVM 97.59% 0.060 0.179 0.424 87.93

Logistic Regr 97.59% 0.060 0.181 0.425 87.88

MLP 97.54% 0.061 0.179 0.423 87.98

RF 97.32% 0.066 0.199 0.446 86.64
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4.2	 Impact	analysis

Cyberattacks on IoT equipment in smart cities can have a major negative effect 
on the social, technological, environmental, and economic spheres, among others. 
This section will examine these effects and highlight the significance of practical 
fixes like the one this paper offers.

•	 Social impact: Cyberattacks against vital infrastructure, such as power grids or 
transportation networks, can put public safety in jeopardy. Regular cyberattacks 
have the potential to reduce public confidence in smart city programs and make 
people reluctant to adopt them. Identity theft and privacy violations may result 
from cyberattacks that reveal personal data gathered by IoT devices.

•	 Economic impact: Cyberattacks have the potential to compromise vital services 
and infrastructure in smart cities, costing residents and companies’ money. Costs 
related to data breaches, service interruptions, repairs, and lost productivity may 
fall under this category. Due to security risks and possible financial losses, the 
frequency of cyberattacks may deter private enterprises from investing in smart 
city infrastructure.

•	 Technological impact: Cyberattacks have the ability to overburden network 
resources and impede device connectivity, especially DDoS attacks. Cyberattacks 
may occasionally cause harm to or disable IoT devices. Strong security measures 
must be developed and implemented in response to the increased threat of cyber-
attacks; this will cost extra money and require continuous maintenance.

4.3	 Limitations	and	challenges

While UNSW-NB15 is a valuable resource for network intrusion detection, its 
data may not fully reflect the realities of IoT-based smart city networks. The data-
set focuses on traditional network traffic patterns, which might differ significantly 
from the communication protocols and data formats used by the diverse devices in 
a smart city. Additionally, the range of cyberattacks it captures might be limited to 
traditional network attacks, potentially missing newer methods that exploit vulner-
abilities specific to IoT sensors or communication protocols. This mismatch between 
the data and the target environment can hinder the ability of ML models to accu-
rately detect anomalies and cyberattacks in a smart city network.

Even if the data limitations are addressed, there are challenges inherent to 
deploying ML models for real-time protection of smart city networks. These models 
can be computationally expensive to train and run. The resource-constrained nature 
of many IoT devices, with limited processing power and battery life, may not be 
able to handle such models effectively. Furthermore, the dynamic nature of smart 
city networks, with ever-evolving configurations and potential for new attack meth-
ods, necessitates models that can continuously adapt and learn. This requires ongo-
ing data collection, retraining, and potentially complex infrastructure to manage 
the process. These challenges need to be addressed to ensure the smooth operation 
and effectiveness of deep learning (DL) and ML-based security systems in smart 
city networks.

The study explores using ML models for cyberattack identification in IoT-based 
smart city network traffic. While the accuracy achieved is promising, there are sev-
eral opportunities for future research to improve the effectiveness and applicability 
of these systems in real-world scenarios using deep learning.
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•	 Continuously evolving threats: Cyberattacks are constantly developing new tech-
niques to bypass IDSs. ML models can be enhanced to perform online learning, 
allowing them to adapt to evolving threats in real-time. This could involve incor-
porating anomaly detection techniques that can identify novel attack patterns 
without prior training data.

•	 Explainable AI for intrusion detection: ML models, especially DL models, can be 
opaque in their decision-making process. This lack of interpretability can hinder 
trust and adoption in safety-critical applications like intrusion detection. Research 
on explainable AI (XAI) methods can be applied to make the decision-making pro-
cess of ML models in IDSs more transparent. This would allow security analysts 
to understand why the system flags certain traffic as malicious and improve over-
all system confidence.

•	 Scalability and resource efficiency: Deploying IDSs on resource-constrained IoT 
devices can be challenging due to limited processing power and battery life. 
Research on developing lightweight and efficient ML models specifically designed 
for IoT devices is crucial. This could involve exploring techniques such as model 
pruning, quantization, and knowledge distillation to reduce the computational 
complexity of models without sacrificing accuracy.

By addressing these future research directions, IoT-based network IDS can 
become more robust, adaptable, and trustworthy, ultimately leading to a more 
secure and resilient smart city infrastructure.

5	 CONCLUSION

This study investigated the productivity of various ML models for cyberattack 
detection in IoT-based smart city network traffic. The UNSW-NB15 dataset was used 
to train and evaluate the performance of these models. Our findings demonstrate 
that all the explored models achieved high accuracy in both binary (normal vs. 
abnormal traffic) and multi-class (classification of different attack types) classifica-
tion tasks. RF emerged as the most effective model.

These outcomes demonstrate the possibility of ML for developing robust and accu-
rate NIDS for smart city networks. Nonetheless, it’s critical to recognize some of this 
study’s shortcomings. Firstly, the research relied on a single dataset (UNSW-NB15). 
Future work should explore the generalizability of these findings using additional 
datasets encompassing a wider variety of attack types and network configurations. 
Secondly, the computational demands of DL models can be significant. For deployment 
on resource-constrained IoT devices, further research is needed to develop lightweight 
and efficient models that maintain high accuracy. Overall, this study provides valuable 
insights into the potential of ML for securing IoT-based smart city networks. By address-
ing the limitations identified here, future research can pave the way for the development 
of practical and scalable NIDS solutions that can safeguard these critical infrastructures.
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