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Abstract—Designing an Internet of Things (IoT) enabled environment re-
quires integration of various things/devices. Integrating these devices require a 
generalized approach as these devices can have different communication proto-
cols. In this paper, we have proposed generalized nodes for connecting various 
devices. These nodes are capable of creating a scalable local wireless network 
that connects to the cloud through a network gateway. The nodes also support 
over the air programming to re-configure the network from the cloud. As num-
ber of devices connected to the cloud increases, the network traffic also increas-
es. In order to reduce the network traffic we have used different data transfer 
schemes for the network. We have also proposed an event-based data transfer 
scheme for situations where there is low probability of change in sensor value. 
The experimental results shows that the event-based scheme reduces the data 
traffic by up to 48% under practical conditions without any loss of information 
compared to priority based data transfer. We have also shown that the proposed 
scheme is more reliable for data transfer in a large network with a success rate 
of 99.5% measured over 200 minutes for 1201 data packets. 

Keywords—Data Transfer Scheme, Internet of Things, Network Architecture, 
Wireless Network 

1 Introduction 

With the development of internet technology since 1960’s nothing has remained 
the same. More and more information are now being transferred with ease. Initially 
the internet was a concept to connect various computers in a network so that infor-
mation can be shared between them. But with the advancement in technology it has 
now become possible to connect not only the computers but also many other things 
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with the internet and the concept in known as internet of things. With this technology 
any device can be connected to any other device via internet to share information.  
These devices can be mobile phones, laptops, Vehicles, Washing machines, Televi-
sion, bicycles, wearable devices; in-fact the device can be anything that we want. The 
advancement in technology has provided a scope to convert anything to an internet 
connected device. Presently around 15 billion devices are connected to internet and it 
is expected to be more than 50 billion by 2020 [1]. 

Integration of things opens a wide area of application for this technology [2] such 
as Health care systems [3, 4], transportation systems [5, 6], farming systems [7, 8], 
energy management [9], wearable technology [10] and smart environments [11, 12]. 
Most of the work done in the field of IoT is related to resource management and de-
vice interconnections that include design of new IoT enabled devices for integration. 
Sumi Helal [13] in 2005 urged that the cloud and sensor based architecture should be 
designed to support programmability along with integration. The programmability of 
the architecture can enable the programmers to use the sensors and actuators as a 
service. It can also enable the architecture to be scalable and reconfigurable. In [14] a 
cloud edge beneath architecture is designed to support programmable scalability of 
cloud sensors. Reference [15] presents a top-level generic cloud based architecture for 
smart cities with different IoT platforms. Reference [16] discusses a service manage-
ment framework for IoT devices with data generated real time as well non-real time in 
a cloud architecture. Most of the IoT architectures are designed by keeping cloud 
servers as a reference and the actual generalized approach towards hardware nodes 
design remains untouched. The heterogeneity of the hardware is a big hurdle in creat-
ing a programmable integrated environment.  In this work, a generalized approach 
towards programmable hardware nodes in cloud architecture is proposed. It provides 
the flexibility to modify the wireless nodes architecture or to add more devices and 
nodes wirelessly from the cloud itself. 

As more and more devices are connected, the amount of data traffic will also in-
crease.  This huge data traffic can cause flooding in the network and can delay the 
data reception or loss of data [17]. In order to deal with this huge amount of data traf-
fic we need to have a very fast network connection or we can follow certain methods 
in the design or communication process to reduce the data itself without sacrificing 
the information. Yashiro et al. [18] in their work used constrained application protocol 
(CoAP) [19] which is a lightweight protocol for resource oriented applications. Using 
lightweight protocols can be one way to reduce the data transfer load to the cloud. 
However, having some additional efficient data reduction scheme for the IoT nodes 
without loss of information can be very beneficial. In this work, a generalized recon-
figurable architecture is proposed to connect various devices with an efficient data 
reduction and transmission scheme to reduce the data traffic. 

The rest of the paper is organized as follows. Section 2 describes the architecture of 
the network to connect various devices. Section 3 describes the generalized network 
nodes required to design the architecture. Section 4 discusses the different data trans-
fer schemes for the network. Section 5 shows the simulation results of the different 
data transfer schemes with a probabilistic model followed by section 6 with reliability 
test of the network. 
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2 System Architecture 

In order to convert an environment into a complete internet connected one there 
can be several things that need to be connected wirelessly. One way of achieving this 
is to enable all the things with Wi-Fi capability and create a network. Now a days, a 
lot of devices comes with Wi-Fi capabilities e.g. TVs, AC, etc. But this approach is 
good for devices that already have this capability or can be easily integrated with this 
capability, but it cannot be considered as a general approach because in a local envi-
ronment there can be various devices which cannot be integrated easily e.g. integrat-
ing an old AC or washing machine with Wi-Fi is not easy. So another approach is 
required where these kinds of devices are connected through a relay/switch which is 
connected in a local network which later connects to internet through a network gate-
way. Along with this connectivity special nodes can be created to have awareness 
about the local environment, these nodes can have different sensors to measure the 
local parameters so that a better understanding for interconnectivity of the devices can 
be achieved. 

Generally in order to interconnect various devices special cloud servers are used 
which works as a medium of interaction between the devices. The devices can have 
different methods of connecting and communicating, so the cloud provides an inter-
face to connect them independently. Initially a small local network can be formed that 
later connects to internet or cloud server. A general architecture for converting such 
environment through local network is shown in the Fig.1. Multiple devices can be 
connected to a master node through repeaters. The master will be connected to the 
cloud through network gateway. Some devices sharing or controlling critical infor-
mation can be directly connected through the gateway. Once the devices are connect-
ed through the network gateway they can be controlled or monitored wirelessly 
through mobile devices. 

 
Fig. 1. Architecture of IoT enabled environment 
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The master can have multiple wireless connectivity options such as Wi-Fi, Blue-
tooth or ZigBee so that, it can be connected to things which already have Wi-Fi capa-
bility or with other nodes or repeaters that also have wireless network connectivity. 
The network can be integrated using star and tree topology. It enables the architecture 
for connecting as much devices as required. All the nodes, repeaters and master can 
have the capability to be re-programmed over the air so that any new device can be 
integrated to the system whenever required. This capability of over the air program-
ming increases the flexibility of the system and opens the scope for deploying new 
network algorithms through cloud. Figure 2 shows the steps involved while uploading 
a new network algorithm. Here all the nodes, repeaters and master needs to be updat-
ed with a new program, so initially the master receives all the program files. Then it 
sends the specific node program files to the repeaters through which the nodes are 
connected. The repeater programs the nodes with the new program files that they 
received. Now the master programs the repeaters with the new program file. After this 
the master needs to update its own program so it sends the program file to one of the 
repeater and then this repeater programs the master with the new program file. Thus 
the complete network can be updated wirelessly from the cloud. The hardware com-
ponents required for the design of architecture are discussed in next section. 

 
Fig. 2. Network re-configuration for IoT enabled environment 
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3 Network Nodes 

In a local environment, there can be many devices that can be connected to a mo-
bile device, but it is not necessary that all these devices connect using a same wireless 
protocol. Some devices may have a direct Wi-Fi connectivity; some may have Blue-
tooth connectivity or any other protocol. Along with these devices, we may be inter-
ested to add some more devices to measure local environmental parameters. This 
requires many sensors and relays to monitor and control the other things/devices. 
Designing separate dedicated nodes for every place and purpose will be a very time 
taking and complex process; instead, we can design only two generalized network 
modules. These modules are designed to have multiple wireless connectivity as well 
as multiple digital and analog I/O capability. The complete network can be designed 
by using multiple such nodes and configuring them as required. The two network 
nodes are described as follow: 

3.1 Node 1 

This node can be used to integrate various sensors and control modules to the net-
work. The node can have the capability to integrate digital as well as analog sensors 
and control devices. Figure 3 shows the block diagram of such node. The node has 
more than one wireless connecting protocol capability, so that more number of devic-
es with different connectivity can be connected to the node. Table 1 shows some of 
the possible sensors and controls that can be easily integrated with this network node. 

There can be many possibilities for input-output handling capability of this type of 
node. However, in order to have a general architecture the nodes are designed to have 
the configurations as shown in Fig.4. As different sensors/controls require different 
interfacing protocols, the node has dedicated pins for the sensors/controls.  Multiple 
analog and digital sensors can be interfaced with the node. An analog sensor will 
generate a 10-bit data using 10-bit analog to digital converters. A digital sensor can 
generate 1-bit or multi-bit data depending upon the sensor. Similarly, a digital control 
can have 1-bit or multi-bit data and an analog control can have analog data through 
digital to analog converters. This generalized configuration helps in designing a 
common protocol to connect all the local devices. 

 
Fig. 3. Block diagram of Node 1 
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Table 1.  Types of Digital/Analog sensors and controls for interfacing with node 1 

 Sensors/Controls Interfacing 

Analog Sensors 

Temperature, Humidity, 
Soil-moisture, LPG detector, Air quality, 
LDR, Flame sensor, Current sensors, Distance 
sensors (Ultrasonic/proximity), etc. 

Through Analog to digital converters, 
conversion formulas are used to find 
the actual value 

Analog Control 
Device Fan speed, Light Intensity, Motor speed, etc. 

Through digital to Analog converters, 
requires multi-bit data to decide the 
level of output 

Digital Sensors 
Temperature, Humidity, Motion, Magnetic 
reed relays, Digital distance sensors, Flow 
sensors, etc. 

Single bit interfacing, or communica-
tion protocol based (UART,SPI, I2C or 
Other) 

Digital Control 
Devices 

Relays, LEDs, 
Alarms, etc. Single bit interfacing 

 
Fig. 4. Node configuration for sensors and controls interfacing 

3.2 Node 2 

This node is designed to work as a master node to collect all the information from 
the network devices and then later connect to cloud through the network gateway. The 
node can also be used as a repeater in the local network to increase the network area. 
The node can have multiple wireless connecting protocols capability to increase its 
usability with different devices. Figure 5 shows the block diagram of such node. This 
node does not need any input-output operation so it will have only wireless modules 
and a controller to perform the communication operations. 

 
Fig. 5. Block diagram of Node 2 
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These network nodes can be used in a star or tree topology to form a large wireless 
network. These nodes are designed to have over the air programmable capability [20] 
so that the network can be reconfigured easily whenever required. Node 1 can be 
configured as general or a critical sensor/control nodes and Node 2 can be used as 
repeaters or master. A multi-master network can also be configured for a large net-
work using these nodes. A large network connected using star and tree topology with 
multiple repeaters can have a large delay in data transmission from end node to the 
master, so having a multi-master network can reduce this delay and enable parallel 
data transfer capability from master to cloud. In the next section, different data trans-
fer schemes are discussed for this wirelessly connected network. 

4 Proposed Data Transfer Schemes 

In a configured network, there will be data that needs to be communicated to the 
cloud. Every node can have many digital and analog data that it has to transfer to the 
master. For a large network, if all these sensor and things continuously tries to send 
the data to the master then the network can get flooded over time. This flooding can 
cause delay in data transmission and loss of data packets. So in order to avoid this we 
can have the following data transfer schemes: 

4.1 Periodic Data Transfer 

Continuous transfer of data is not possible as more and more devices are added to 
the network. In addition, it is not necessary to have the information of each node and 
sensors at every time. So every node is configured to send all its data periodically. 
The node combines all its data from sensors and forms a single data packet. It sends 
this data packet periodically to the master. The node containing critical data or moni-
toring operation is given more frequency to transmit the data. For device control oper-
ation, the master can send data dynamically to any node required. This scheme can be 
useful for a small network where we have less number of nodes with limited devices. 

4.2 Priority Periodic Data Transfer 

For a larger network where we have more number of nodes and every node is fully 
occupied with sensors and control task. The sensors and devices can be prioritized 
based on their information requirement. In this scheme, every node can send its high 
priority data more frequently than the other data. Here instead of sending all the node 
data as a single packet, small priority based data packets are formed and transmitted 
to the master. Table 2 shows the scheme with different sensors and control devices 
with different priority and data transfer period. The critical sensors like fire detection, 
intruder detection are given highest priority and can send data every 10 seconds 
whereas sensors and devices with less critical information send data with less fre-
quency thereby reducing the data traffic. Here also for device control the master can 
send the data dynamically to the nodes as required. 
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Table 2.  Sensor/ Device Priority Chart 

Priority Sensors Control Device Traffic Frequency 
Highest Fire, Intruder Safety Alarm Every 10 seconds 
High LPG  Leakage Alarm Every 30 Seconds 
Medium Temperature, Humidity AC, Coolers Every 1 minute 

Low Soil Moisture, Water Tank 
level Water pump Every 2 minutes 

4.3 Event Based Data Transfer 

In an actual environment most of the time the data that is being monitored does not 
change very frequently, so an event of change based scheme can be employed to fur-
ther reduce the network traffic. In this proposed scheme every node takes the reading 
and checks it with the previous reading. If the value has not changed, then in the next 
cycle of data transfer the node sends only a flag instead of the value. The flag value is 
set as ‘1’ to represent no change from previous value. The change in value is send by 
sending ‘0’ followed by the value. The scheme can be applied to all the nodes with 
multi-bit analog or digital values to send. For every no change of data 9 bits can be 
saved (considering 10-bit ADC for analog data). The scheme can be very useful for a 
large network of interconnected things. In order to compare the data transfers schemes 
probabilistic simulation is discussed in the next section. 

5 Simulation Results and Discussion 

For simulation of the proposed network and data transfer schemes, every node is 
considered to have 16 devices connected to it, with four digital inputs, four analog 
inputs, four digital controls and four analog controls as shown in Table 3. Every nodes 
needs to transfer the input values that it receives from the sensors. Considering a 10-
bit analog to digital converters and 8-bit digital sensor value, every node can have a 
maximum of 72-bits to transfer to the master. Again considering 10-bit data for ana-
log control and 1-bit data for digital control every node can have 44-bits of data that it 
can receive from the master for control task. The data that a node receives from the 
master for control operation is dynamic as it can be user triggered or condition based, 
so for simulation purpose it is assumed that the master sends the control data every 2-
mins to each node. Table 4 shows the network simulation parameters for the schemes. 
The distance between the node and master is not considered as a parameter and is 
assumed equal for all the nodes. All the simulations were performed using MATLAB 
2013. 

5.1 Periodic Data Transfer 

In this scheme, every node will send all its data periodically one after other after 
every 10 seconds. Every node transfers the 72-bit of data and then goes to sleep mode 
to save energy. The master also receives the data from the nodes and then goes to 
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sleep to save energy. The master sends the control data to every node after 120 se-
conds. Therefore, the network performs the data transfer in a periodic manner. The 
node consumes energy Es when it is in sleep mode, energy Ec when it does transition 
from sleep mode to wake mode or from wake to sleep, energy Et for transmitting a bit 
and energy Er for receiving a bit. So periodically, every 10 seconds node consumes 
energy given by (1) for transmitting and every 120 seconds consumes energy given by 
(2) for receiving. The master consumes energy given by (3) every 120 seconds for 
transmitting and energy given by (4) for receiving data from nodes. Figure 6 shows 
the energy consumption of the master and a node for a simulation time of 200 
minutes. The node has to transmit 72-bit of data every time so it consumes a lot of 
energy and it decreases rapidly with time. It is obvious that a continuous data transfer 
would require further more energy. 

Table 3.  Node configuration for simulation of data transfer schemes  

Sensor/Control 
Priority 

Traffic rate 
(Priority Based) 

No. of bits for 
transmission 

Event Based 
Change 
(Bits) 

No Change 
(Bits) 

AS-1 Highest 1secs 10 11 1 
AS-2 High 5secs 10 11 1 
AS-3 Medium 1 minute 10 11 1 
AS-4 Low 2 minute 10 11 1 
DS-1 Highest 1secs 8 9 1 
DS-2 High 5secs 8 9 1 
DS-3 Medium 1 minute 8 9 1 
DS4 Low 2 minute 8 9 1 
AC-1, 2,3 & 4 Dynamic 2 minute 10 each -- -- 
DC-1, 2, 3 & 4 Dynamic 2 minute 1 each -- -- 

Table 4.  Simulation parameters 

Parameter Value 
Simulation time 12, 000 seconds 
No. of Nodes 4 
No. of Master 1 
Energy consumed by node for 1-bit transmission (Et) 1e-3 unit 
Energy consumed by node for reception of 1-bit (Er) 1e-4 unit 
Energy consumed at sleep (Es) 1e-5 unit 
Energy consumed in transition (Ec) 1e-3 unit 
Maximum available energy 100 units each 

 

 Node's Energy Consumed = 72 * Et + 2 * Ec  (1) 

 Node's Energy Consumed = 44* Er + 2* Ec  (2) 
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 Master's Energy Consumed = N * 44* Et + 2* Ec  (3) 

 Master's Energy Consumed = N * 72* Er + 2* Ec  (4) 

5.2 Priority Periodic Data Transfer 

In this scheme, the data is transmitted from every node depending on the priority of 
the data. As in a practical environment all the nodes information at all the time is not 
necessary. The information can have different priorities. So in order to simulate this 
practical scenario it is considered the nodes have equal variety of highest, high, medi-
um and low priority data from analog and digital sensors. Table 3 shows the node 
configuration with different priorities for this scheme. The traffic frequency can be 
configured as per the requirement and sensor priority. The values used for simulation 
is shown in Table 3 itself. The energy consumed while transmission for node/master 
can be calculated using (5) and while receiving from (6). The number of bits for the 
node while transmitting data is 18 every 10 seconds, 36 every 30 seconds, 54 every 
minute and 72 for every 2 minutes. Figure 7 shows the energy consumption of the 
master and the node. The rate of energy consumption of the node has now reduced 
because of less number of data bit transmissions. The master also consumes less ener-
gy. 

Energy for transmission = Ec (Transition sleep to wake) + 

No. of  bits * Et (Transmission of  bits) + Ec (Transition 

wake to sleep)     

 (5) 

Energy for reception =   Ec (Transition  sleep  to wake) +

 No. of  bits * Er (Reception  of  bits) + Ec (Transition wake 

to sleep)       

 (6) 

 
Fig. 6. Energy plot of periodic data transfer scheme 
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5.3 Event Based Data Transfer 

For simulation of this scheme, the actual data from the priority periodic scheme 
was collected for a local environment. Table 5 shows the sensors used to collect the 
data. The collected data was taken as a reference for simulation of this scheme. In 
fact, deliberately while collecting the data, parameters were influenced to have more 
variation, but in a normal scenario, the variation is going to be very less.  Figure 8 
shows the energy consumption of master and node for this scheme. It can be observed 
that the node consumes less energy compared to the previous scheme for transmitting 
same information. The master also consumes less energy. The energy plot shows that 
the node now consumes less energy than the master. This consumption of energy 
actually depends on the sensors connected to the node and the change in sensor read-
ings. If the sensors have high variations in reading then this consumption may be 
more. 

 
Fig. 7. Energy plot of priority periodic data transfer 

Table 5.  Node configuration for priority periodic scheme 

Priority Digital Sensor Analog Sensor No. of 
bits 

Traffic Fre-
quency 

Highest 1 
(Flame sensor) 

1 
(Current sensor) 18 10 sec. 

High 1 
(Temperature) 

1 
(LPG sensor) 18 30 sec. 

Medium 1 
(Humidity) 

1 
(Temperature) 18 1 min 

Low 1 
(Light intensity sensor) 

1 
(Soil Moisture) 18 2 min 
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Fig. 8. Energy plot of event-based data transfer 

Table 6 shows the comparison of the schemes and it is observed that the event-
based scheme can provide a better data traffic reduction along with low energy con-
sumption.  In fact, as compared to priority periodic scheme the event-based scheme 
provided a reduction of around 44% in terms of energy requirement for node and 18% 
for master with load of 1:4. Also around 48% less data was required for transmission 
of the same amount of information. 

Table 6.  Comparative analysis of the data transfer schemes 

Parameter Periodic Priority Periodic Event Based 
No. of bits sent by master 17776 bits 17776 bits 17776 bits 
No. of bits sent by nodes 86472 bits 34272 bits 17891 bits 
Percentage energy consumed by node 89.6284 37.4284 21.0474 
Percentage energy consumed by master 55.0768 34.1968 27.6444 

 
From Table 3 it is clear that this scheme adds one additional bit for data transfer 

whenever there is change in sensor value. The scheme reduces number of bits for no 
change in sensor value so it is beneficial for sensors with low probability of change in 
value. For sensors with high probability of change in sensor value, the scheme may 
underperform as compared to the priority periodic scheme. In order to analyze this 
situation a simulation is performed to see the number of bits generated by both the 
schemes with respect to the different probability of change in sensor values. For simu-
lation a node with same configuration as described above is considered. The sensor 
values are taken as random variables. For change in analog sensor’s value node sends 
11-bits and for change in digital sensors value, it sends 9-bits. For no change in sensor 
value 1-bit is send for analog and digital sensors.   Pi is defined as the probability of 
change in sensor value for ith sensor in the node. Each sensor value is modeled as a 
uniform random variable that can have a value in the range of 0 to 1 i.e. ),X~U( 10 . So 
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the number of bits required for sensor can be given as (7) for analog sensor and (8) for 
digital sensor. 

 Nba =
11 ,! Xi < Pi
1 ,Otherwise
"
#
$

 (7) 

 !
"
# <$

=
Otherwise

PX
N ii
bd ,1

,9

 (8) 

The node has eight sensors four digital and four analog. Every sensor can have a 
different probability of change. To model the node we consider 8...21 PPP == and 
then the node is simulated for 200 minutes with 1P  varying from zero to one. Figure 9 
shows the plot of probability of change versus total number of bits generated by both 
the scheme. The number of bits for the priority periodic scheme is same for the same 
amount of time and it does not depend on 1P  whereas, the number of bits increases 
with high probability of change for the event-based scheme. It is clear from the Fig. 9 
that the event-based scheme can be preferred over the priority periodic scheme for 
sensors with probability of change less than 0.53.  

So in a large network the system can be deployed with priority periodic scheme 
and then the data can be collected. After collecting the data, probability of change for 
all the sensors can be calculated and then depending on this probability different 
schemes can be adopted for different sensors. 

 
Fig. 9. Plot of total number of bits generated versus probability of change in sensor value 
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6 Implementation and Reliability  

The complete system was implemented using four nodes, one master and two re-
peaters. The nodes are designed using Arduino Nano [21] with ZigBee, Wi-Fi and 
Bluetooth modules [22, 23, 24] for multiple wireless support. ZigBee is used for local 
network formation of nodes with repeaters and master. Wi-Fi and Bluetooth modules 
are available for connecting a node to other devices if required. To support wireless 
programmability ZigBee is connected to the serial programmable pins of the micro-
controller [25].The network data transmission is performed though ZigBee. A special 
character sequence is used of switch from data transmission mode to programming 
mode. This character sequence is avoided while transmission of sensor data by send-
ing a one unit smaller value than the actual value. This error in the transmitted value 
is very small for 8/10-bit of sensor data and can be exploited for wireless programma-
bility of the network. Figure 10 shows the two sample nodes used for experiment. 

The network is configured with two nodes sending data to the repeater and then re-
peaters sending data to the master. Different sensors were used with different priori-
ties as shown in Table 5. All the three data transfer schemes were implemented. The 
master sent the data to the cloud through RESTful [26] application programming 
interface. A cloud server was designed to collect all the data.  Figure 11 shows the 
first 100 samples received at different times on the cloud server for some sensors. 

100% x
generatedpacketsdataofno.Total
receivedpacketsdataofno.TotalinyReliabilit =

 (9) 

To test the reliability of the architecture with different data transfer schemes each 
scheme was implemented and the number of data packets generated and actually re-
ceived on the cloud was calculated for 200 minutes. The count of data is taken in 
terms of data packets. Each data packet consist of the all the bits that are required to 
be sent to the cloud, so the length of data packet varies in accordance with the data 
transfer scheme. For periodic data transfer the length of packet is 72 bits, for priority 
periodic the length can be 18/36/54/72, and for Event based it can be 
2/4/6/8/9/11/18/22/27/36/44/54/72 depending upon the event. Table 7 shows the reli-
ability of the schemes in terms of percentage. Here reliability is defined as given by 
(9).  It is evident that event based scheme was most reliable with less number of bits 
to be transmitted. Around 80% less data was generated for event-based scheme with 
reference to the normal periodic scheme as shown in Table 6. The event-based 
scheme used 48% less bits to transfer the same information as compared to the priori-
ty periodic scheme with 99.5% reliability. 
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Fig. 10. Sample network nodes 

Table 7.  Reliability table for 200 minutes of data received on cloud 

Parameter Periodic Priority Periodic Event Based 

No. of packets generated at nodes 1201 
(86472 bits) 

1201 
(34272 bits) 

1201 
(17891 bits) 

No. of packets received at cloud 1062 1182 1195 
No. of packets lost 139 19 6 
Reliability in % 88.43 98.42 99.5 
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Fig. 11. Data received on cloud server 

7 Conclusion and Future Scope 

The architecture provides a general approach for integration of various devices in 
an IoT environment. The hardware nodes with multiple wireless protocol support 
increases its connectivity and usability. The amount of data saved by using the pro-
posed event-based scheme transmission can heavily reduce the network traffic. Even a 
very slow internet connection can be used to integrate the system with very minimum 
loss of information. The scheme will always send the most critical data with highest 
priority to the cloud. The over the air node configuration provides flexibility for net-
work upgrade. In future, as the cloud receives more data over time it can start learning 

iJOE ‒ Vol. 13, No. 2, 2017 49



Paper—A Reconfigurable IoT Architecture with Energy Efficient Event-Based Data Traffic Reduction 
Scheme 

 

the behavior and patterns of the use of devices and can reconfigure them for optimum 
use and smart automation of various processes in the environment.  
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