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Abstract—In the wireless sensor network, the representative MapReduce 
computing model based on data center has been widely used in large-scale data 
processing. In the data transmission phase, the wireless sensor network system 
uses the hash method to distribute data for each Reduce task based on the num-
ber of Reduce tasks. This data partitioning method based on the hash function 
results in non-uniform distribution of the output data in the data transmission 
phase and further leads to skewing of the input data in the Reduce task. Data 
skew will result in load imbalance in the Reduce phase and causes the system 
performance to degrade. In order to eliminate the data skew problem in the Re-
duce phase, this paper presents a load balancing method, which consists of two 
parts: the virtual partitioning method based on the consistent hashing and the 
heterogeneity-aware loads balancing (HLB) algorithm. The experimental results 
show that the proposed method can eliminate the data skew in the Reduce phase 
and distribute the load equitably for each Reduce task. In addition, the method 
produces less system overhead. 

Keywords—wireless sensor networks, MapReduce, hash function, data skew, 
heterogeneity-aware 

1 Introduction 

In the MapReduce computing model, there are two types of tasks in a job: Map 
task and Reduce task. These tasks are dispatched by the system dispatcher to various 
work nodes in the cluster for execution [1-2]. Obviously, the latest completion time 
for a MapReduce job depends on when the last Reduce task is completed. If a work 
node spends a long time in processing the assigned Reduce tasks, the completion time 
of the entire MapReduce job will be affected [3]. Therefore, when a MapReduce job 
is running, allocating the appropriate size of input data for each Reduce task and 
keeping balance of the load at each work node are critical to the performance im-
provement of the entire MapReduce system. However, in the actual MapReduce clus-
ter, two factors can cause the input data skew in the Reduce task:  
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1. Partition method for Map task output data in the MapReduce system;  
2. Different processing capacities of work nodes. 

In order to eliminate the data skew problem in the heterogeneous MapReduce clus-
ter in the Reduce phase, this paper presents a method to balance the skew load in the 
Reduce task, which consists of two parts: the virtual partitioning method based on the 
consistent hashing and the HLB algorithm. Firstly, it uses the consistent hash method 
to carry out virtual partitioning of the Map output data. Secondly, based on the bal-
ancing algorithm, it conducts skewed partition detection on the virtual partition sets. 
If there is an skewed partition, it will carry out partition merge according to the merge 
policy; otherwise, according to the partition allocation strategy, it will distribute the 
Map output data corresponding to the virtual partition to each Reducer equally. 

2 Speculation execution in the MapReduce system 

The speculation mechanism in the MapReduce system starts when two conditions 
are met: i) all tasks in the job have been started, ii) the system has spare work nodes. 
Once the speculation task starts, the system will have two identical tasks executed in 
parallel at the same time. If there is a task is completed, then another concurrent task 
will be terminated by the dispatcher [4-6]. The speculation mechanism speeds up the 
backward Map or Reduce task execution time, thereby improving the system perfor-
mance. 

There are many reasons for speculation in the Reduce task, one of which is the 
competition for resources. Multiple Reduce tasks running at the same node can cause 
competition for system resources, which further affects the execution speed of the 
task. Another reason is the skewed load. Skewed load makes the Reduce task with 
more input data a backward task, which led to the execution of the speculation task. 
For the execution of the speculative Reduce task due to data skew, the speculation 
task does not effectively reduce the execution time of the Reduce task for large-
grained input loads because the speculative Reduce task also needs to handle the same 
size of input load [7-8]. Therefore, it is necessary to work out a new and effective 
method to balance the skew of the Reduce task input data. 

2.1 Description of the load balance problem 

First, we give formal description of the symbolic variables used in this section. As-
suming that there is m Mappers and r Reducers in a MapReduce cluster, for a job J 
with MN Map tasks and RN Reduce tasks, the following symbolic variables are given: 

Set of m Mappers: 

 ={ , , ,..., }mMP m m m m! " #  (1)  

Set of Mapper mi output partitions: 

 { , , ,..., }i i i i iqLF LF LF LF LF= ! " #   (2)  
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Set of MN Map task output partitions: 

 { , , ,..., }MNLM LF LF LF LF= ! " #   (3)  

Set of r Reducers: 

 { , , ,..., }rR r r r r= ! " #   (4)  

Set of  RN Reduce task input partitions:  

 { , , ,..., }RNLR LR LR LR LR= ! " #   (5)  

Execution time of RN Reduce tasks: 

 { , , ,..., }RNT T T T T= ! " #   (6)  

Definition 1 Allocation thresh hold The proportion of the input data size allocated 
to Reducer ri in the size of all Map task output data. For a set LR containing RN ele-
ments, the allocation threshold for Reducer ri can be obtained by the following formu-
la: 

 
! = !
!

"#
"$   (7)  

In Formula (7):  
LM—— total data size of the MN Map task output partitions in Job J; 
LRi——data size of the Reducer ri input partition in Job J. 
For Job J, the target of balancing the skewed Reduce input load is to minimize the 

execution time of the job in the Reduce phase, which can be translated into the fol-
lowing optimization problem: 

min(max( ))
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"
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  (8)  

For job J, the output data size for all Map tasks is equal to the input data size for all 
Reduce tasks. The three constraints in Formula (8) describe the different components 
of the Reducer ri input load. The first constraint indicates that the input data of the RN 
Reducers are from the output of each Map task [9]. The second constraint indicates 
that for any Mapper mi, the output consists of multiple partitions. The third constraint 
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indicates that for any Reducer ri, the input partition size is determined by the partition 
function H(LM, ri). 

Let’s suppose there are three Reduce tasks in MapReduce job J. Fig.1 depicts the 
execution time of each task in the Reduce phase of the job. As shown in the figure, 
the input load of Reducer ri consists of four parts: !i1, !i2, !i3 and !i4, the time spent 
by Reducer ri in processing the loads in the four parts is Ti1, Ti2, Ti3 and Ti4, respective-
ly [10-11]. It can be seen from Fig.1 that the completion time of job J depends on the 
completion time of Reducer r3. If less input load is allocated to Reducer r3 through the 
optimized load allocation method before it is executed, the execution time of the 
whole job will be shortened. 

 
Fig. 1. Effects of the load distribution strategy on the execution time of Reduce tasks 

In order to solve the optimization problem described in Formula (8), we propose a 
heterogeneity-aware loads balancing algorithm. Through this algorithm, the output 
data of the Map task can be assigned to each Reduce task fairly. 

2.2 Balancing methods for Reduce input data 

Definition 2 Partition granularity. The granularity of partition stands for the size of 
the storage space occupied by the key/value data contained in the partition. 

Definition 3 Virtual partition Virtual partition is a partition of the Map output data 
processed by the consistent hashing algorithm. 

With the consistent hashing method, the output data of Map can be divided into 
more data partitions. As the partition granularity decreases, the chance of balancing 
the Reduce input load increases. 

Definition 4 Virtual partition adjustment factors the threshold that controls the 
number of virtual partitions. This value can be adjusted according to different 
MapReduce applications. 

Let ! represent virtual partition adjustment factor and RN be the number of Reduc-
ers. The number of virtual partitions VN can be obtained through the following formu-
la: 

!"

!#

!$

%"" %"# %"$ %"&

%#" %## %#$ %#&

%$" %$# %$$ %$&

#

'"" '#" '"# '##'$"'#$ '"$ '#& '"& '$# '$$ '$&
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 != "!" #"   (9)  

Assuming Ki is the key value of a key-value pair in the Mapper output data, the 
corresponding key-value pair of Ki can be obtained through the following virtual 
partition function. After virtual partitioning, the number vi of the partition which the 
key-value pair belongs to is as follows: 

 !"#$"% &'()% &* *+ , -.  (10)  

Fig.2 shows the Reduce input load distribution process based on virtual partitions. 
First, all the output data of the Map function are processed through the virtual parti-
tion function, forming the mapping relationships between multiple virtual partitions 
and Reduce tasks. 

 
Fig. 2. Reduce load distribution based on virtual partition 

2.3 Heterogeneity-aware loads balancing 

This paper analyzes this optimization problem and converts it to a set partitioning 
method [12-13]. When the output data of the Map task contains skewed keys or 
skewed partitions, it uses the partition merging method to save system resources. 
Therefore, HSLB consists of three parts: skewed partition detection, partition merging 
and partition allocation. 

In the MapReduce system, the output key/value of the Map function establishes the 
correspondence relationship with the Reduce task according to the partition function. 

!"#$%&'()*"+,&(

%&'-)*"+,&-

%&'.)*"+,&.
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From Formulas (1) to (8), it can be seen that the size of each partition is determined 
by the number of keys contained in the partition. However, if a key contains many 
value data, this key is called an skewed key, and the partition to which the skewed 
key belongs is called an skewed partition. 

In order to detect skewed partitions, the following definition is given: 
Definition 5 Computational capability Computational capability represents the 

processing capacity of a Reducer at a work node. The computational capability of a 
Reducer ri can be calculated through the following formula based on the Reduce task 
log information completed by the Reducer: 

 !"!"# #=
$%&'(!$# #%&!$# #

#='

%
!

%   (11)  

The optimal solution for the optimization problem shown in Formula (8) is to allo-
cate the input load to each Reducer based on the result of the set partitioning so that 
the Reduce task run on each Reducer takes the same time. This is because when all 
tasks in the Reduce stage are completed at the same time, the execution time will be 
the shortest. Assuming that a Reduce task Ri is dispatched to the working node where 
Reducer ri is located, the execution time of the task can be determined by the follow-
ing formula: 

 _ ( ) ( ) / CP( )i i iExe time R TS r r!   (12)  

The skewed partition detection algorithm (SPD) consists of three steps: first, it 
evaluates Reducer’s computational capability based on the Reducer task log infor-
mation successfully executed on each Reducer; after that, it calculates the load distri-
bution threshold for each Reducer based on the objective of balancing the skewed 
Reduce input load; finally, it detects whether there is any skewed partition according 
to the load allocation threshold of each Reducer and the sizes of virtual partitions 
corresponding to all Map task output data [14-15]. 

When the output data of the Map contains any skewed key, the partition strategy 
based on the hash function cannot divide the skewed key. In this case, this paper pro-
poses a partition merging strategy. By combining small-granularity partitions, we can 
release some of the computing resources at the work node and improve the system 
resource utilization. For example, for MapReduce application A, we assume that the 
output data of the Map task in A is divided into five partitions with different granulari-
ties, where the partition P1 contains a skewed key. The five partitions are assigned to 
five Reducers as input loads, respectively. 

Let the virtual partition set L={L1, L2, … , LP}, where L1, is the size of the i-th vir-
tual partition. Let all Reducer load distribution threshold set "={"1, "2, "3, … ,"r}, 
where "q is the load distribution threshold for Reducer rq. Then the optimization prob-
lem in Formula (4-10) can be transformed into a problem of finding a partition PA for 
the set L: 
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PA= PA1,PA2 ,PA3,...,PAr{ }
s.t. PAi!PAj =!(1! i ! j ! r)

SUM (PAi ) < µ ! ! i ! Ljj=1

p
! (1! i ! r)

PAi = L
1!i!r
!

  (13) 

 
When the virtual partition output by the Map task does not contain any skewed par-

tition, the algorithm distributes appropriate size of input load to each Reducer accord-
ing to its computational capability. Similar to the partition merging process, the parti-
tion distribution process also adopts the idea of Bin-Packing. But there are two differ-
ences between the two: 1) The number of Reducers is fixed in the partition distribu-
tion, while the objective of partition merging is to minimize the number of Reducers 
to improve the utilization of system resources; so during the partition merging, the 
number of Reducers is not fixed; 2) The input load thresholds for Reducers are differ-
ent. 

The HSLB algorithm consists of three steps: Firstly, it transforms the Reducer in-
put load distribution problem into the set partitioning problem, solves this set parti-
tioning problem by integrating the Reducer performance model, and obtains the dis-
tribution threshold for the Reducer input load. Then, based on the Reducer load distri-
bution threshold obtained, it obtains the set of the Reducer input data size, compares 
the maximum value in the set with the partition with the largest granularity among all 
the current virtual partitions, and detects whether there is any skewed partition ac-
cording to the comparison results. Finally, if there is a skewed partition, it will merge 
the virtual partitions, and if not, it distributes the appropriate load to each Reducer 
according to the load distribution threshold. 

3 Prediction analysis of the HLB algorithm 

The Hadoop platform used in this paper is Version 0.21.In the Hadoop cluster, the 
virtual machine host is configured as a Job Tracker. This node also works as the 
Name Node. It configures the remaining 18 virtual machine nodes and 2 physical 
nodes as Task Tracker nodes, which at the same time are also Data Nodes. In order to 
ensure that the Hadoop system distributes diverse computation resources for Reduce 
tasks, it provides different Reduce computation resource pools for some work nodes. 
In this experiment, HDFS maintains the system default configuration. 

We compare the experimental results with the results of the Hadoop Speculative 
(Hadoop-SP) algorithm. The evaluation on the experiment consists of the following 
parts: 1) analysis of the virtual partition adjustment factor, to verify how the size of 
virtual partition adjustment factor affects the performance of the Load Balancer; 2) 
performance analysis of the Load Balancer, to verify how effective the Load Balancer 
is in improving the job performance when there is any or no skewed partition in the 
virtual partitions; 3) analysis of the effects of the performance prediction model on the 
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balance results, to verify the job performance improvement after the Load Balancer 
uses the performance prediction model proposed in the second section; 4) Balancing 
overheads, to verify the system overhead incurred by the Load Balancer during opera-
tion. 

3.1 Performance analysis of Sort 

In the case of Sort, after the system integrates the Load Balancer, the execution 
speed of the job is 1.04 to 1.13 times than that of the speculative execution algorithm 
Hadoop-SP. In the case of RII, after the integration of the Load Balancer, in the worst 
case (!=1), the job performance is improved by 5% compared to Hadoop-SP, and in 
the best case (!=25), the performance is improved by 11%. When CB is operated, in 
the best case (!=10), the Load Balancer shortens the job execution time by 23% com-
pared with Hadoop-SP, and in the worst case (!=1), it shortens the job execution time 
by 8%.In the use case of KM, after the integration of Load Balancer, the execution 
speed of the job is 1.19 to 1.28 times that of Hadoop-SP. The experimental results 
show that the HSLB algorithm has better performance. When the value of the virtual 
partition adjustment factor ! is between 5 and 30, the performance of the Load Bal-
ancer is stable. 

As shown in Fig.3, when !=1, the number of virtual partitions is the same with the 
number of partitions obtained by the hash-based partitioning method, but when the 
hash-based Hadoop-SP partitioning method is used, the input load size obtained by 
each Reducer is random, which means the Reducer with the weakest computional 
capability will have the chance to obtain the input data partition with the largest gran-
ularity. However, the HSLB algorithm considers the heterogeneity of the node where 
each Reducer is located and distributes the load based on the Reducer’s computational 
capability. Therefore, it can prevent the Reducer with the weakest computational 
capability from receiving the input data partition with the largest granularity, reduce 
the differences in the execution progress of the Reduce tasks and lower the probability 
of the implementation of speculative tasks. As can be seen from Fig.3, when a virtual 
partition does not contain any skewed partition (such as: CB, SORT and RII), with the 
increase in the value of !, the HLSB algorithm ensures that the Reducer input load is 
distributed more equitably and that the execution efficiency is further improved. For 
KM, the Load Balancer also greatly improves the job performance, because the output 
data in the Map task contain skewed partitions, which Hadoop-SP cannot identify, but 
it still partitions the output data of Map task based on the hash method. However, the 
Load Balancer proposed in this paper can identify the skewed partitions, and distrib-
ute the skewed partition to the Reducer with the strongest computational capability so 
as to shorten the job execution time. In addition, after mergering partitions, the Load 
Balancer releases some of Reducer’s computation resources so as to improve the 
utilization rate of system resources. However, if the virtual partition adjustment factor 
is too large, it will take a larger amount of time to acquire partition meta information; 
therefore, for the sake of generality, ! is set to be 15 in the following experiment in 
this paper.  
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(a) Sort       (b) RII 

(c) CB       (d) KM 

Fig. 3. Job performances under different partition adjustment factor ! 

3.2 Load Balancer performance analysis 

Effectiveness of the Load Balancer when there is no skewed partition. The vir-
tual partition adjustment factor ! is set to be 15. Fig.4 shows the comparison of the 
experimental results under three methods (HLB, Hadoop-SP and Hadoop-NSP). 

As shown in Fig.4, for Sort, the performance of HLB is improved by 15% on aver-
age compared with that of Hadoop-SP and by 28.5% compared with that of Hadoop-
NSP. For RII, the job time of HLB is 9.5% shorter than that of Hadoop-SP on average 
and 19% shorter than that of Hadoop-NSP. For CB, compared with those under Ha-
doop-SP and Hadoop-NSP, the job performance under HLB is improved by 10.2% 
and 15.5% on average.  

Unlike in the cases of RII and CB, the input data in the Sort case are randomly 
generated by the Random Writer program, so that the output key pairs of the Map are 
evenly distributed. In this case, for Hadoop-SP and Hadoop-NSP, the input load is 
evenly distributed among the various Reducers due to the use of the hash partitioning 
method. However, due to the different computational capabilities, the completion time 
of Reducers is different. HLB considers the different computational capabilities of 
Reducers and distributes different sizes of input load to Reducers so that the node 
with the weakest computational capability obtains the least input load, thereby im-
proving the task performance in the entire Reduce stage. 
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(a) Sort 

 
(b) RII 

 
(c) CB 

Fig. 4. Comparison of job performances when there is no skewed partition 
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Effects of the performance prediction model on the balancing results. In order 
to verify the effects of the Reducer performance prediction model on the balancing 
results, for the sake of generality, we use the KM case which contains the skewed 
partitions and the Sort case which does not contain any skewed partition as the exper-
iment subjects. In order to verify the effects of different performance prediction 
methods on the balancing results, we compare the performance prediction model 
based on LS-SVM adopted in the HLB and the method based on linear model (HLB-
NP) used in the LATE scheduler. The experimental results are shown in Fig.5. As can 
be seen from this figure, the LS-SVM-based performance prediction model can better 
improve the performance of the system. In the use case of Sort, the HLB can improve 
the job performance by up to 8.5% on average and in the KM use case; the job per-
formance is improved by 15% on average. This is because compared with the perfor-
mance prediction method based on the linear performance model; the performance 
prediction model proposed in this paper can more accurately predict the performance 
of Reducers.  

 
(a) Sort 

 
(b) RII 

Fig. 5. Effects of the performance prediction model on the balancing results 
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4 Conclusions 

Regarding the data skew problem in the heterogeneous MapReduce cluster in the 
Reduce phase, this paper presents a MapReduce job performance optimization meth-
od based on load balancing, which consists of two parts: the virtual partitioning meth-
od based on the consistent hashing and the HLB algorithm. The former uses the con-
sistent hashing method to divide virtual partitions of the Map output data to reduce 
the granularity of each virtual partition. The latter, based on the job log information, 
evaluates the processing capability of Reducers in the cluster and detects the skewed 
partitions in the virtual partitions. By solving the set partitioning optimization prob-
lem, the algorithm mergers or distributes virtual partitions to balance the input load of 
Reducers. The experimental results show that the proposed method can divide the 
Map output data into fine-grained partitions, effectively detect the skewed partitions 
to eliminate the data skew in the Reduce stage, and distribute the load equitably ac-
cording to the Reducers’ heterogeneity. Under the circumstance where there is no 
skewed partition, compared with the existing algorithm, the proposed algorithm can 
improve the execution performance by 28.5%; in the case where there are skewed 
partitions, the job execution performance is improved by 22.8%. This means, when 
there are skewed partitions, this method can effectively improve the system resource 
utilization.  
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