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Abstract—The development of web-based online laboratory for engineering 
education has made big progress in recent years with state-of-the-art technolo-
gies. In order to further promote the effectiveness within an online virtual envi-
ronment, the virtual reality (VR) interactive feature of WebVR Control labora-
tory based on HTML5 is presented in this paper. The educational objective is to 
assist the students or researchers to conduct a realistic and immersive experi-
ment of control engineering with a head-mounted display (HMD) equipped. 
The implementation of the VR technique mainly relies on the Three.js graphic 
engine based on Web Graphics Library (WebGL) which has been supported by 
most of the mainstream web browsers in their latest version without a plugin 
embedded. At the end of the paper, the ball and beam system is taken as an ex-
ample to illustrate the whole operational approach of the VR experiment in de-
tail. While such a VR interactive feature hasn’t been integrated into some of the 
current web-based online laboratories, the technical solution could be inspira-
tional for them. 

Keywords—HTML5, WebVR, virtual reality, head-mounted display, control 
engineering education, online laboratory 

1 Introduction 

In recent years, online laboratory is widely proposed and recognized as a signifi-
cant technology to support life-long education and students’ autonomous learning 
activities along with a flexible schedule. As summarized and analyzed in [1], [2], a 
number of hybrid laboratories [3] (the combination of both remote laboratories and 
virtual laboratories) in the realm of control engineering education have been estab-
lished all over the world both for formal-institutional education and informal massive 
education. While traditional hands-on laboratories often involve high costs associated 
with equipment, space, and maintenance staff [3], hybrid laboratories can serve as 
cost-effective alternatives to conventional education and research tools. Moreover, 
hybrid laboratories provide additional advantages in aspects of availability, observa-
bility, accessibility and safety [4]. In [1], [5], [6], [7], authors all give pertinent re-
views that student learning outcome achievement is equal or higher in hybrid labora-
tories versus traditional laboratories. 
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As one of the well-developed hybrid laboratories, Networked Control System La-
boratory (NCSLab) [8]–[13] experiences intensive development over the past decade. 
New features and new technologies were gradually applied into the NCSLab frame-
work. More specifically, 3D animation synchronized with remote experiments was 
added in 2013 as illustrated in [11]. Three years later, [12] presents a HTML5 version 
of NCSLab which provides better user experience with fluent 3D animation in exper-
imental process. And the efforts of the NCSLab team toward a powerful hybrid labor-
atory to meet the engineering education’s requirements continue up to now. 

In order to provide highly realistic and immersive ambience for users in virtual ex-
perimental process, many hybrid laboratories have made effort in integrating various 
form of interactive mode based on state-of-the-art technologies and standards, one of 
which is the virtual reality (VR). The concept of virtual reality refers to the combina-
tion of computer graphics systems with various displays and interface devices to pro-
vide the effect of immersion in the interactive 3D computer-generated environment 
[14], [15]. Burdea Grigore and Coiffet concluded the characteristics of VR with 3I 
(immersion, interaction and imagination) in [16].  

The VR technology has long attracted public’s attention since its advent in 1960’s, 
especially in the education realm. Though it is a globally focused hotspot, VR, whose 
wide spread dissemination is restricted by technical concerns [17], poor instructional 
design [18] and lack of solid hardware infrastructure, deed experienced a downturn 
for some time in the early 21st century. While the 2016 releases of the Oculus Rift 
CV1, HTC Vive, and the years earlier release of the Google Cardboard, spawned a 
frenzy of VR again with explosive growth of VR headset shipments.  

The NMC Horizon Report, in its 2016 Higher Education Edition [19] and 2017 K-
12 Edition [20], identifies VR as one of the important developments in educational 
technologies that are very likely to drive technology planning and decision-making 
over the next two or three years since the reports’ date of publication. VR boosts 
engagement and motivation by providing students with a strong sense of presence and 
immersion compared to traditional experimental environment. For instance, students 
have the opportunity to navigate inside the human body’s bloodstream as a red blood 
cell in The Body VR [21]. Educators, researchers, and design teams at North Carolina 
State University are using interactive 360º video capture and VR presentation to better 
support lab-based and field-based instruction in online learning environments [22]. 
[23] presents an integrated web-based learning environment of the execution of virtu-
al volumetric analysis experiments in chemistry with the active participation for stu-
dents. VR also gets an excellent performance for learning in environments that are 
inherently dangerous, i.e. fire-fighting or bioterrorism situations [24]. Experiences 
like these provide unique and fresh moments that could hold the students' attention 
and pique their interest in the learning process. 

More specifically, in the realm of control engineering education, taking the funda-
mental objectives of engineering instructional laboratories summarized in [25] into 
consideration, the VR interactive feature would provide an access of conducting ex-
periment which cannot be done in the real world due to various kinds of factors, and 
help to reinforce the comprehending capacity of abstract control theory. Thus, it con-
tributes to meet the objectives of Instrumentation, Models, and Experiment. And with 
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strong sense of presence and immersion, it would exercise students’ creativity and 
stimulate their senses in a realistic environment, which meets the objectives of Crea-
tivity and Sensory Awareness. 

This paper integrates the VR interactivity within NCSLab for control engineering 
education, whose technical solution could be inspirational for other online laborato-
ries. Section II introduces the technical implementation of VR which mainly refers to 
adopt Three.js as the 3D graphic engine base on Web Graphics Library (WebGL). 
Section III gives an overall description of integrating VR within NCSLab framework 
as a new interactive mode. In addition, a control engineering experiment of the ball 
and beam system is taken as an example to illustrate the whole operational approach 
of the VR experiment in Section IV. At last, Section V makes a brief summary of the 
study. 

2 VR Technical Solution 

The most common choice to realize VR in web-based online laboratories has been 
the browser plug-in for years. As a mainstream technical solution, Virtual Reality 
Modeling Language (VRML) which is a standard file format, has been widely adopt-
ed by online laboratories to present three-dimensional (3D) interactive vector 
graphics. Among the pioneer of hybrid laboratories on control engineering, the 
VCLab in German presented the VR realization architecture in [26] which falls back 
on VRML plug-in and Java Applets. The aforementioned chemical VR laboratories 
[23] also announced that the installation of a browser plug-in, the Cortona VRML for 
Parallel Graphics, is a prerequisite. The research towards a virtual radiopharmacy 
laboratory in Greece [27] based on the framework of VirRAD European project keeps 
away from VRML by using Flash Player and Shockware Player, but also failed to get 
rid of the dependence of browser plug-in facing the VR realization issue. 

The downsides of using browser plug-in could be obviously. The application based 
on plug-in is often restricted to specific browser vendor, or more precisely, specific 
browser kernels, which naturally decrease the accessibility. In addition, the installa-
tion of plug-in is unfriendly for employment, and surely bring inconvenience for tab-
let/mobile users. The most important is, plug-in leads to serious security issues not 
only on client-side but also on server-side. Despite of the security and compatibility 
problems mentioned above, the developer of online laboratories have no choice but 
using plug-in in VR implementation in the early years. 

Nowadays, as some of the plug-ins such as Java Applets are being progressively 
unsupported by most web browsers, new JavaScript standards (HTML5, WebGL, 
etc.) already provide rich interactive feature [12], and the current trend is moving to 
JavaScript. This paper picked WebGL as the supporting technology. WebGL is a 
JavaScript API used for rendering interactive 3D computer graphics directly within 
web browsers. It could accelerate 3D rendering process by using GPU, which makes 
it possible for running 3D application smoothly inside the modern web browsers, such 
as Chrome, Edge and Firefox.  
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Based on WebGL, there are many 3D graphic engines available in the market such 
as Unity, Unreal, Three.js and Babylon.js. The technical solution of VR in this paper 
mainly refers to Three.js toolkit, which is a practical 3D JavaScript library. 

2.1 VR Application in 3D Graphic Engine 

Three.js core library and a few key modules need to be embedded into the head of 
webpage at the very beginning, whose functionalities are interpreted as in Table 1. 

Table 1.  Functionality of integrant module 

Module Name Functionality 
three.js The core library for Three.js 
DDSLoader.js 

Loaders for processing external 3D model resources MTLLoader.js 
OBJLoader.js 

StereoEffect.js Split regular 3D graphics to provide the illusion of depth (an “off-axis 
stereoscopic effect”) for VR experience 

DeviceOrientationControl.js Provides the support for tracking the rotation of the VR display device 
 

All global variables and arguments are initialized and configured in function init. 
In Three.js, the Scene is the most fundamental component which works like a big 
container to hold every other element in. Other essential components are instantiated 
by constructor supplied in Three.js and appended as the child objects of the Scene. 
For example, Camera component is instantiated to set up viewpoint for observation, 
while Light component is instantiated to control the illumination intensity and direc-
tion in the virtual environment.  

All the graphics captured by the Camera will be processed by the Renderer com-
ponent, then projected to screen. In order to generate VR stereoscopic view, StereoEf-
fect is instantiated by the constructor imported earlier in StereoEffect.js with the Ren-
derer passed as the parameter. Key codes are as follows: 

effect = new THREE.StereoEffect(renderer); 

Then, DeviceOrientation event listener is configured by function addEventListener 
to be triggered when users’ head rotates. Then by overwriting the callback function, 
which named setOrientationControls here, the viewpoint of virtual environment will 
follow users’ behaviors synchronously. Key codes are as follows: 

window.addEventListener('deviceorientation', setOrien-
tationControls, true); 
function setDeviceOrientationControls() { 
 controls = new 

THREE.DeviceOrientationControls(camera, true); 
 controls.connect(); 
 controls.update(); 
 …  
} 
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Completing the basic configuration of virtual environment, it turns to load the ex-
tern model resources. Using the related JS module such as DDSLoader.js, MTLLoad-
er.js and OBJLoader.js, 3D models can be appended as child objects of the Scene by 
indicating the target file name and the path. Taking loading process of the ball and 
beam system as an example, the many accessories of the system such as the base, 
beam, axis, lever arm and ball are loaded in turn and placed at the initial position. 

At the end of function init, another function named animate is called to refresh the 
physical state of the 3D models on each frame. And function requestAnimationFrame 
invokes the animate recursively. Key codes are as follows: 

function animate() { 
 requestAnimationFrame(animate); 
 … 
 camera.updateProjectionMatrix(); 
 controls.update(); 
 effect.render(scene, camera); 
} 

Then, VR stereoscopic animation is rendered in the web browser supported by 
Three.js graphic engine. On the screen of smartphone, the frame is segmented into 
two parts as in Fig. 1. It seems that the left part has the quite same image with the 
right part. Actually, subtle distinction on the angle of view finally achieves the VR 
visualization effect with a head-mounted display (HMD) equipped. 

 
Fig. 1. VR frame on the screen of smartphone 

2.2 Auxiliary Equipment 

Generally, as shown in Fig. 2, all the HMDs on the market break down into two 
categories: high-end HMDs, such as the Oculus Rift, HTC Vive, or Sony PlayStation 
VR, and mobile-based HMDs that include the Samsung Gear VR and Google Card-
board along with accessories like headphones and haptic controller accessories. 
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High-end HMDs have comfortable user experience with independent display 
screen, complex device structure and advanced technology. Some even have strong 
computation ability with powerful sensor system as an independent professional 
equipment. Mobile-based HMDs have a simple structure with a bargain price. It com-
pletely depends on smartphone to exhibit VR stereoscopic animation and utilizes 
optical structures to create depth perception.  

Considering the accessibility of interest, mobile-based HMD is finally adopted by 
NCSLab as the auxiliary device supporting VR. Thus, users won’t need to spend on 
costly VR HMDs. A smartphone and a mobile-based HMD is enough for users to 
conduct a VR experiment. 

 
Fig. 2. Various kinds of HMDs 

3 VR Interactive Feature of NCSLab 

NCSLab is a solid and mature hybrid laboratory framework in the realm of control 
engineering education. After over ten years’ development, it has integrated many 
powerful, plugin-free interactive features [13]. The VR interactive feature presented 
in this paper is based on the structure of original NCSLab. As shown in Fig. 3, it has a 
multi-tier structure which enables reliable communication channels among the web 
browsers, central web server, and experiment servers located dispersedly all over the 
world. Users can easily get the access of all the test rigs integrated in NCSLab under a 
universal web-based interface without considering their physical locations. 

In NCSLab framework, Three.js is adopted as the 3D graphic engine to support 3D 
animations and VR stereoscopic animation. Based on HTML5 standard, Three.js 
behaves excellently in rendering interactive 3D graphic within any compatible web 
browser. Therefore, NCSLab could provide more fluid experience and more vivid 
animation at a faster speed. 

 

             
(a) Oculus Rift (b) HTC Vive  (c) PlayStation VR      (d) HoloLens 

        
 (e) Google Cardboard  (f) Samsung Gear VR 
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Fig. 3. Architecture of NCSLab with VR interactive feature 

3.1 3D Modeling 

All the physical models such as test rigs and laboratory rooms of NCSLab must be 
modeled in 3D software first before imported into 3D graphic engine. Among the 
popular commercial software used for professional 3D designing, 3ds Max is adopted 
in NCSLab’s 3D modeling scheme. The models designed in the 3ds Max are exported 
into the Wavefront.obj format which can be parsed by Three.js. Fig. 4 is an example 
which shows the 3D model of the ball and beam system being designed in 3ds Max 
environment. 

During the 3D modeling process, a lot of principles must be considered seriously. 
On one hand, 3D models should be constructed according to the physical dimension 
to ensure a realistic visualization effect. On the other hand, too more non-critical 
modeling details will naturally lead to big size of the target files, and further cause a 
long download time in the internet environment. In consequence, the issues men-
tioned need to be balanced scrupulously. 

 

26 http://www.i-joe.org



Paper—VR Interactive Feature of HTML5-based WebVR Control Laboratory by Using Head-mount… 

 
Fig. 4. Model of the ball and beam system designed in 3ds Max 

3.2 Data Communication  

After years of debugging and modification, a mature data communication scheme 
among the user interface, experiment server and remote controllers finally become as 
shown in Fig. 5.  

On the server-side, there are many Experiment Engines deployed in the Experi-
ment Server. Each one corresponds to a test rig separately. In the Experiment Engine, 
three major function modules play a key role in the communication channel, which 
named Data Exchange Servlet, Real-Time Data Pool and Experiment Execution 
Module respectively. When a control algorithm is downloaded and executed in the 
Simulation Unit, a Transfer Control Protocol (TCP) communication is established 
automatically between the Experiment Execution Module and the Supervisory Con-
trol and Data Acquisition (SCADA) Server running in the Simulation Unit. The status 
data is captured persistently from the Simulation Unit and transmitted to the Experi-
ment Execution Module through the TCP communication, further temporarily stored 
in Real-Time Data Pool. 

On the client-side, after completing the configuration of monitoring interface and 
launching the experimental process, users can access the VR Visualization Interface 
in WebGL-supported mobile browser expediently by scanning a QR code. After the 
VR visualization web page loaded completely, a HTTPS (Hyper Text Transfer Proto-
col over Secure Socket Layer) communication will be established between the user 
interface and Data Exchange Servlet. During the whole experimental process, the 
Servlet continually transmits the latest status data from the Real Time Data Pool to 
the front-end interface. A dedicated DataStream object is designed for the corre-
spondence of status data. It makes requests to the server at a constant frequency of 
twice per second, and gather the status data in buffers to ensure a continuous data 
stream available for Three.js graphic engine. 
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Fig. 5. Data communication schemes for VR interactivity 

3.3 VR Visualization Interface 

Three.js provides plenty of alternative JavaScript resources for customizing 3D an-
imations as users’ will. Among them, StereoEffect.js and DeviceOrientationCon-
trols.js are the foremost object which need to be embedded in the head of the 
webpage. More specifically, StereoEffect.js works as the most fundamental compo-
nent supporting the render of VR stereoscopic animation while Device Orientation-
Control.js captures the rotation of VR display device. 

All the latest status data of experimental process transmitted from Data Exchange 
Servlet are cached by the Data Stream object. Then, in the callback function animate, 
the data is extracted by the Three.js graphic engine and utilized for the modification 
of 3D models’ positions and angles. 

As a result, the VR stereoscopic animation keeps good consistency with remote 
experimental process by updating status data from datalinks. That means both of the 
native 3D animation and VR stereoscopic animation, one on PC desktop browser 
while the other on mobile browser, are synchronized with the real experiment process. 

4 A Case Study 

NCSLab has been applied in the undergraduate teaching system for years. It serves 
for several experimental curriculums in the field of control engineering education. 
According to a questionnaire implemented by the website builder, NCSLab actually 
plays an active role in helping students understand the course content and improve 
laboratory skills [13]. 

Now, VR Visualization Interface has been developed by the NCSLab team. The 
new interactive mode could enhance the sense of presence and immersion in the ex-
perimental process, thus improve the learning outcome achievement. To demonstrate 
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the opinion, the ball and beam system is taken as an example to make out how to 
conduct a VR experiment.  

Several jobs need to be managed first. Students or researchers should customize 
their own control algorithms based on the feature analysis of the target control sys-
tem. In terms of the ball and beam system, both PD control and LQR control are 
proper algorithms used for making the system stable. This step need to be accom-
plished by Matlab Real-Time Workshop (RTW) module in the Matlab Server envi-
ronment. Actually, there already have some classical control algorithms with simple 
construction available in the NCSLab for quick experience. After compiling the algo-
rithm into executable program, users should upload it to the NCSLab server database 
through the web interface. And the executable programs will be downloaded to the 
Simulation Unit automatically. After that, a new window pops up for the flexible 
configuration of Experiment Monitor Interface. There are many kinds of 2D and 3D 
widgets optional for users such as dynamical charts, sliders, virtual gauges, numeric 
inputs.  

Experiment Monitor Interface 
on PC Client 

VR Visualization Interface
on Mobile Client 

 
Fig. 6. Get the access of VR Visualization Interface by scanning QR code 

While the preparatory work completed, online experiment is ready for launching. 
As in Fig. 6, by scanning the dynamic generated QR code on the top right of the Ex-
periment Monitor Interface, users could get the only access of VR Visualization Inter-
face. Through extracting the latest status data from the datalinks, the position of the 
ball and the angle of the beam in VR stereoscopic animation are synchronized with 
the remote experimental process as well as the 3D animations in Experiment Monitor 
Interface.  

In a practical application scenario, all the teachers’ interactive manipulations in 
Experiment Monitor Interface, such as changing control parameters, shifting view-
point, could be reflected in the VR Visualization Interface with synchronous anima-
tion. As in Fig. 7, with HMD equipped, students could experience the realistic and 
immersive VR experiment just like they are doing a real experiment. Furthermore, 
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students also have access to transform the viewpoint by rotating their heads, which 
will be tracked by the gyroscope sensor of smartphone and further captured by the 
Three.js graphic engine.  

With this new interactive feature applied in the control engineering education, stu-
dents are expected to achieve the following learning outcomes: 

1. The ability to conduct a hands-on experiment in the real world independently; 
2. The grasp of the basic working theory of test rigs;  
3. Accurate comprehension of control parameters for automatic control system; 
4. The ability to assemble appropriate control parameters to make control system sta-

ble or meet other specific needs; 
5. The ability to identify the origin of the abnormal outcome of the control system 

and then re-engineer effective solutions. 

Left eye 
viewpoint

Right eye 
viewpoint 

VR stereoscopic 
animation

HMD

 
Fig. 7. Experience the VR experiment 

5 Conclusion 

This paper introduces the design and implementation of the VR interactive feature 
for control engineering education based on the NCSLab framework. Both the tech-
nical solution of VR stereoscopic animation using Three.js and the integration scheme 
on existing online laboratories framework are illustrated minutely. Compared with 
other online laboratories on engineering education, the VR technical solution adopted 
by NCSLab eliminates the dependency of plugin by keeping pace with the fast-
changing modern standards and technologies, thus increasing the accessibility and 
availability of NCSLab itself. In addition, the ball and beam system is taken as an 
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example to demonstrate the process of conducting a VR experiment. With HMD 
equipped, students or researchers could get an authentic and immersive VR experi-
ence which beyond the traditional online laboratories’ comparison. The new VR in-
teractive feature of NCSLab could lead to the increase of students’ engagement and 
motivation with a strong sense of presence and immersion and provide an arena for 
visualizing abstract concepts concretely, and the plugin-free technical solution could 
be inspirational for other web-based online laboratories to integrate such a new inter-
active feature. 
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