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Abstract—As the information measured by a single sensor cannot reflect 
the real situation of mechanical devices completely, a multi-sensor data fusion 
based on evidence theory is introduced. Evidence theory has the advantage of 
dealing with uncertain information. However, it produces unreasonable conclu-
sions when the evidence conflicts. An improved fusion method is proposed to 
solve this problem. Basic probability assignment of evidence is corrected ac-
cording to evidence and sensor weights, and an optimal fusion algorithm is se-
lected by comparing an introduced threshold and a conflict factor. The effec-
tiveness and practicability of the algorithm are tested by simulating the monitor-
ing and diagnosis of rolling bearings. The result shows that the method has bet-
ter robustness. 

Keywords—Multi-sensor fusion; Monitoring and diagnosis; Evidence theory; 
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1 Introduction  

Manufacturing is the mainstay of the national economy and the foundation of a 
powerful nation. The healthy operation of mechanical equipment is the prerequisite 
for the development of the manufacturing. The failure of various equipment parts will 
lead to major accidents and bring great losses to the enterprises [1]. Based on mechan-
ics and information theory, health monitoring adopts multidisciplinary fusion tech-
nology to judge whether the equipment has achieved the expected functions and per-
formance. Its essence is pattern recognition [2]. There are mainly three methods: of-
fline analysis, online diagnosis and remote detection [3]. The offline analysis collects 
field data by regular inspection, then stores it to computer and diagnoses it by soft-
ware. This method is incapable of sudden failure. Online analysis, by means of sen-
sors and data acquisition module, detects the current state of the device, captures 
unexpected faults and analyzes it in time, so it is the most widely used in industry. 
Remote detection gives full play to the advantages of information exchange and re-
source sharing, and realizes the mining and diagnosis of fault information through the 
network [4]. At present, a trend of health monitoring is formed, which is based on 
online diagnosis and offline analysis and remote detection is supplemented. With the 
application of health monitoring technology, faults can be discovered as soon as pos-
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sible, and the reliability, safety and effectiveness of equipment can be improved, and 
the economic losses of company can be improved while minimizing the damage loss-
es [5]. Therefore, it is very important to monitor and diagnose the state of mechanical 
equipment in real time.  

At present, the widely used method at home and abroad is to install sensors on the 
workshop or equipment, and then use the technology of pattern recognition, machine 
learning and intelligent algorithms to integrate and analyze the sensor's data and 
obtain the final diagnosis results [6]. Due to limited function and measurement range, 
a single sensor can only reflect the property of the measured object from one side [7]. 
In order to obtain comprehensive equipment status, multi-sensor data need to be fused 
to extract key features so as to overcome the limitations of a single sensor, utilize 
multi-sensor information more effectively, reduce fuzziness and increase the accuracy 
of decision diagnosis [8].  

There are many algorithms for multi-sensor data fusion, which include data-level 
fusion, feature-level fusion and decision-level fusion [9]. They have been widely 
applied in fault diagnosis, energy consumption analysis, target recognition and other 
fields [10]. Evidence theory is widely used in multi-sensor data fusion due to its 
advantages in handling uncertain information [11]. Evidence theory originates from 
solving multi-valued mapping problem. After the development of A.P. Dempster and 
G.Shafer, a set of "combined evidence" is developed to deal with the uncertainty 
reasoning [12]. Thus, evidence theory is also called DS theory. Compared with 
Bayesian probability theory, DS theory does not need to know the prior probability, 
and has the ability to directly express "uncertainty" and "do not know". Reference 
[13] proposed a diagnostic method of multi-sensor data fusion based on DS theory for 
uncertainty modeling. Reference [14] solved the problem of low accuracy and 
reliability in the diagnosis of single sensor by means of DS theory. 

Although DS theory has unique advantage in data fusion, there is a fatal flaw. 
When the evidence is highly conflicting, the fusion result fails [15]. To solve this 
problem, a large number of research work has been carried out by scholars at home 
and abroad. Reference [16] assigned the probability of conflicting evidence to un-
known set to solve the problem of strong conflict, but the result was not ideal when 
evidences were more than two pieces. Reference [17] introduced a credibility of evi-
dence and assigned the probabilities of conflicting evidences to various propositions, 
but the synthesis result still differed from common sense. In Reference [18], the prob-
ability of evidence conflict is weighted according to the average support degree to 
each proposition, and a relatively perfect synthetic result was obtained, but the com-
plete set was ignored. Reference [19] proposed a method of averaging combination of 
evidence, which converged quickly but ignored the connection between evidences. 
Reference [20] weighted and averaged the evidence before fusion, obtained stronger 
anti-interference ability, faster convergence rate. The above research methods either 
redistribute the basic probability assignment (BPA) or modify the fusion rule to re-
duce the degree of conflict. This paper presents a new fusion method to solve the 
problem of conflict, which not only adjusts the BPA of evidence but also modifies the 
fusion rule. The method is applied in monitoring and diagnosing the health status of 
rolling bearing and obtains a good diagnosis rate. 
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2 Preparation 

DS theory is an uncertain reasoning theory, which is first established in 1967 by 
Dempster [21] in his work on upper and lower probabilities and later developed in 
1976 by his student, who is called Shafer [22]. DS theory not only emphasizes the 
objectivity of things, but also emphasizes the subjectivity of humans' estimation of 
things. Its greatest feature is the use of "interval estimation" for the description of 
uncertainty information. Compared to Bayesian networks, DS theory can produce a 
better fusion results by simple reasoning without knowing prior probability [23]. The 
basic mathematical concepts of DS theory are defined as follows. 

Assume ! ! !!!! !!!! ! !!!!as a set, which ! is a finite nonempty set of hypothe-
ses, the set ! is called recognition framework, which consists of n mutually exclusive 
and exhaustive hypotheses Ai. 2! is a power set composed of all the subsets.  

Definition 1   BPA is a primitive function m, which is a mapping from 2! to [0,1], 
which should satisfy the following equation 

 
! ! ! !
!!!!!!! ! !  .  (1) 

m(A) represents the initial support degree for proposition A. If m(A) > 0, it is called 
a focal element. 

Definition 2   The belief function is defined as 

 !"#! !! ! !!!!!
!"# ! ! ! ! !!!!!!! ! !!!!

   .  (2) 

Bel(A) is called the belief function, also known as the lower limit function. It repre-
sents the complete trust of proposition A. It’s easy to obtain the following equation 
from the definition 1 

 
!"# ! ! ! ! ! !
!"# ! ! !!!!!!!

  . (3) 

Definition 3   The plausibility function is defined as 

 !"! !! ! !!!!!
!" ! ! ! ! !"# !! !!!!!! ! !

  (4) 

Pl(A) is called the plausibility function, also known as the upper limit function. It 
represents an uncertainty measure of proposition A. 

Definition 4   Suppose that m1!m2!…!mn are mutually independent BPA from n 
different sensors in the same recognition framework. The DS combination rule can be 
defined as 

 
!!! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!!!!!!!!!

! ! ! ! ! ! !! !!!!!!!!!!!!!!!! !!!! ! !   (5) 
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Where ! ! !! !!!!!!!!!!!! , it represents the degree of conflicts between 
evidences, which is called conflict factor. 

Definition 5   The essence of DS theory is the orthogonal sum of evidences. It sat-
isfies the following properties. 

 Commutative law: !!!!!! ! !!!!!       (6) 

 Associate law: !! !!! !!! ! !!!!!!!!!!       (7) 

3 Improvement 

In the traditional DS theory, conflict factor k represents the degree of conflicts be-
tween evidences. 0 " k " 1, k equals or approaches 0, the fusion result is ideal; the 
bigger the k is, the fiercer the conflict between evidences is, and the more obvious the 
contradiction is. (1-k)-1 is called a correction factor, and its role is to avoid assigning a 
non-zero probability to the empty set when the evidence is combined, and the confi-
dence distribution discarded by the empty set is proportionally added to the non-
empty set. However, this brings a great shortage of DS theory: it is impossible to deal 
with the evidence of high conflict. When k is 1, the evidence is completely conflict-
ing, DS theory cannot be used for fusion; when k approaches 1, the evidence is high 
conflicting, and the result of the combination is often counter-intuitive [24]. The ex-
ample in Table 1 illustrates this very well. 

Table 1.  Example of high and complete conflicts 

High Conflict Complete Conflict 
 A B C  A B C 

m1 0.99 0.01 0 m1 1 0 0 
m2 0 0.01 0.99 m2 0 1 0 
m12 0 1 0 m12 Unable synthesis 
k 0.9999 k 1 

 

In the case of high conflict, evidence m1 supports target A and evidence m2 sup-
ports target C. According to formula (5), the fusion result is target B and the conflict 
factor k is 0.9999. This result is not consistent with common sense. This is the classic 
"Zadeh paradox". In the case of complete conflict, evidence m1 fully supports target A 
and evidence m2 fully supports target B. According to formula (5), the conflict factor 
k is 1, causing the denominator of formula (5) to become 0, which is not allowed 
mathematically. Under this circumstance, DS combination rule is unable to synthesis. 

To solve this problem, an improved DS theory is proposed in this paper. First, a 
similarity matrix, which is calculated with the distance function, transforms into evi-
dence weight. Second, sensor weight is introduced to distinguish data from different 
sensors. Then, we combines evidence and sensor weights to modify the BPA of evi-
dence to reduce the conflicting. Finally, threshold # is introduced when the fusion rule 
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is selected. The corresponding fusion formula is selected by comparing the relation-
ship between k and ! [25]. 

3.1 Evidence weight 

During the operation of equipment, data collected by sensors are not completely re-
liable. In order to obtain good diagnosis result, it is necessary to further verify the data 
consistency. The distance function is often utilized to test consistency. The smaller 
the distance is between two sensors, the higher the support is for each other and vice 
versa. Take two n-dimensional vectors m1 (x11,x12,…,x1n) and m2 (x21,x22,…,x2n) as an 
example. The distance between them is shown in Table 2. 

Table 2.  Common distance formula 

Name Formula 

Euclidean distance ! !!!! !! ! !!! ! !!! !
!

!!!
 

Manhattan distance ! !!!!! ! !!! ! !!!
!

!!!
 

Chebyshev distance ! !!!!! ! !"#!! !!! ! !!! ! 

Minkowski distance ! !!!!! ! !!! ! !!! !
!

!!!

!

 

Mahalanobis distance ! !!!!! ! !!! ! !!!!!!! !! ! !!  

 

Different distance functions have their own advantages and disadvantages. In prac-
tice, the appropriate distance function is selected according to needs. The Mahalano-
bis distance has nothing to do with the measurement and the inverse covariance ma-
trix can get rid of the scale effects. It also can get rid of correlation jamming among 
variables. Therefore, we select the Mahalanobis distance to correct the evidence 
weight. 

The Mahalanobis distance (dij) between mi and mj can be calculated as  

 !!" !!!!! ! !!! ! !!!!!!! !! ! !! !!!!! (8) 

where T stands for transpose and S stands for the covariance matrix. The distance 
matrix is defined as  

 !!" !

!!!!!!!!" !!!!!!!!!!!!!!
!!"!!!!!!!!!! !!!!!!!!!!

!
!!!!!!!!!! !!!!!!! !!!!!!

   .           (9) 

The similarity function (Sij) between mi and mj can be defined as 
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 !!" ! ! ! !!"!!!!        (10) 

It is obvious that the similarity and distance function are inverse relations. The sim-
ilarity matrix is defined in the same way as shown below  

  !!!!" !

!!!!!!!!" !!!!!!!!!!!!!!
!!"!!!!!!!!!! !!!!!!!!!!

!
!!!!!!!!!! !!!!!!! !!!!!!

    .     (11) 

The support measurement (Sup (mi)) and credibility (Cred (mi)) of evidence mi can 
be introduced separately as  

 !"# !! ! !!"!!!!!!!!
!!!!!!! .        (12) 

 !"#$ !! ! !"#!!!! !"#!!!!!
!!! !        (13) 

It is clear that the Cred (mi) will increase with increases of Sij. So we select the 
Cred (mi) as evidence weight. 

3.2 Sensor weight 

Influenced by the precision and environment, the sensor cannot fully reflect the 
true state of the measured object, thus affecting the fusion precision. According to 
experience and expert system, sensor weight "(si) can represent the dominance and 
importance of prior knowledge in actual application. It should satisfy!! !! ! !!!!! 
and! ! !! ! !.  

There are many different ways of setting sensor weights. Delphi method is one of 
the widely used. The Delphi method is also called the expert survey method. The 
organizer designs the questionnaire and sends it to experts in an anonymous manner 
according to the prescribed process [26]. Through multiple interactions between ex-
perts and questionnaires, a basically consistent view is finally reached as a result of 
the prediction. The advantages of this method are simple, scientific and practical. It 
can give full play to the role of experts and obtain reliable conclusions [27]. The sim-
plified Delphi method is used in this paper. According to the sensor properties and 
installation location, experimental environment and workbench, a corresponding 
questionnaire is designed and distributed to front-line workers in the workshop. The 
worker then completes the questionnaire based on their prior knowledge. Finally, the 
average results of the questionnaire are used as the sensor weights. 

In Section 4, the data from different sensors are taken as evidence. Three 
accelerometer sensors are installed in the bearing seat which located at X, Y and Z 
axis to collect vibration signals in different states. According to the different location, 
combined with the prior knowledge, different weights are given to the sensor 
$(s1)=0.5 $(s2)=0.4 $(s3)=0.1. 
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3.3 BPA Correction 

The traditional DS theory leads to the instability and unreliability of the fusion 
result because of the high conflict factor. Therefore, the new BPA of evidence is 
modified by means of evidence weight Cred (mi) and sensor weight "(ei). To ensure 
the normalization of fusion results, the new BPA should be normalized before combi-
nation, which is defined as follows: 

 !!
! ! ! !! ! ! !"#$ !! ! !!!!!!

!!!    (14) 

 !!
! ! ! !!

!!!! !!
!!!!!!!   (15) 

3.4 Improvement of the combination rule 

In the application of DS theory, when k is 1, the evidence is full conflicting; when 
k is 0, the evidence is compatible. When k approaches 1, it means strong conflict, on 
the contrary, it is weak conflict. Traditional DS theory is selected when evidence is 
compatible or weak conflict, and the improved rule is adopted when the evidence is in 
full or strong conflict [25]. The improved method not only retains the advantages of 
DS theory, but also reduces the impact of conflicting on the synthesis results. 

! ! !!
!!!!!

!!!!!!!!!!
 

! ! !
!
!

!!
!!!!!

!

!!!
 

! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !

! ! !
!

!!!
!!
!!!!!!!!!!!!!!! !!!!!!!!!!!!! ! !

!!
!!!!!!!!!!!!!!! ! ! ! ! ! !!! ! !

!!! ! !!!"#!! ! !

! ! ! ! ! !!
! !!!

!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !

  (16) 

Here, ! is an empty set, and U is a full set. 

3.5 Effectiveness analysis  

In order to illustrate the effectiveness of the improved method, we compares the 
fusion result of different methods. Four sensors identify three targets [20]. The BPA 
of sensors are: m1={0.5 0.2 0.3}, m2={0 0.9 0.1}, m3={0.55 0.1 0.35}, 
m4={0.55 0.1 0.35}. The comparison are shown in Table 3. 

According to Table 3, the evidence m2 denies the target A. No matter how many 
pieces of evidence support A, the fusion result cannot been changed. It indicates that 
the traditional DS theory can’t handle conflict effectively, and there is a “one vote 
veto” problem. The result of Reference [16] shows that the uncertainty of result is 
given to an unknown set U. As the number of evidence increase, the uncertainty in-
crease. In Reference  [17], it eliminates the phenomenon of “one vote veto”. Howev-
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er, the proportion of unknown set U is still large and the decision cannot be decided. 
Reference [18] simplifies the fusion rule on the basis of Reference [17], and it identi-
fies the target A accurately when evidences are added to four pieces. Reference [20] 
introduces the credibility of evidence and correctly identifies the target A when the 
evidence is added to three pieces. The improved method adjusts the BPA and 
combination rules, so that the correct result can be quickly identified under two pieces 
of evidence. 

Table 3.  Fusion results with different methods 

Method m1  m2 m1 m2 m3 m1 m2 m3 m4 

Traditional DS 
m(A)=0 m(A)=0 m(A)=0 

m(B)=0.8571 m(B)=0.6316 m(B)=0.3288 
m(C)=0.1429 m(C)=0.3684 m(C)=0.6712 

Reference[16] 

m(A)=0 m(A)=0 m(A)=0 

m(B)=0.1800 m(B)=0.0180 m(B)=0.0018 

m(C)=0.0300 m(C)=0.0105 m(C)=0.0037 
m(U)=0.7900 m(U)=0.9715 m(U)=0.9945 

Reference[17] 

m(A)=0.0896 m(A)=0.1598 m(A)=0.1941 

m(B)=0.3772 m(B)=0.2006 m(B)=0.1595 

m(C)=0.1017 m(C)=0.1247 m(C)=0.1371 
m(U)=0.4315 m(U)=0.5149 m(U)=0.5092 

Reference[18] 

m(A)=0.1975 m(A)=0.3400 m(A)=0.3978 

m(B)=0.6145 m(B)=0.4066 m(B)=0.3250 

m(C)=0.1880 m(C)=0.2534 m(C)=0.2772 

m(U)=0 m(U)=0 m(U)=0 

Reference[20] 
m(A)=0.1543 m(A)=0.5816 m(A)=0.8060 

m(B)=0.7469 m(B)=0.2439 m(B)=0.0482 

m(C)=0.0988 m(C)=0.1745 m(C)=0.1458 

Improved DS 

m(A)=0.7469 m(A)=0.8358 m(A)=0.9299 

m(B)=0.1543 m(B)=0.1097 m(B)=0.0491 

m(C)=0.0988 m(C)=0.0545 m(C)=0.0210 

m(U)=0 m(U)=0 m(U)=0 

 

3.6 Robustness analysis  

Robustness is used to measure the fault tolerance and portability of the model. For 
the method in this article, the BPA of evidence is easily interfered by external factors 
that affects the final synthesis result. As can be seen from Table 3, the traditional DS 
theory is more sensitive to the BPA of evidence. There is a problem of "one vote 
veto" and poor robustness. In Reference [16], the uncertainty of result is given to an 
unknown set U. Reference [17] eliminates the "one vote veto" phenomenon, but it still 
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cannot make a decision. The robustness of method in Reference [18] has been 
enhanced and the correct result can be obtained with four pieces of evidence. In 
Reference [20], the robustness is further strengthened and the correct result can be 
obtained with three pieces of evidence. The improved method can achieve the fusion 
result with only two pieces of evidence, which has better robustness than the previous 
methods. 

4 Application  

4.1 Monitoring and diagnosis of health status of rolling bearing 

In order to illustrate the practicability, the improved algorithm is applied in the as-
sessment of the health status of rolling bearing. Rolling bearing is an important part of 
rotary instrument, which is usually composed of four parts: inner ring, outer ring, ball 
and cage. Failure of any part will cause a potential safety accident [28]. We take the 
SKF 6205-2RS bearing as the research object. The fault grooves with a width of 0.4 
mm and a depth of 0.2 mm are manufactured by spark erosion technique. Five condi-
tions are simulated respectively: Health (H), inner race fault (I), ball fault (B), outer 
race fault (O) and cage fault (C). Three accelerometers are installed on the bearing 
seat which located at X, Y and Z axis to collect 100 sets vibration signals in different 
states separately. The speed is 1797 rpm, sampling frequency is 24 kHz and sample 
length is 2048 for all conditions of the bearing. In different failure modes, the output 
of sensors are first amplified and then sent to analog/digital (A/D) converter and 
stored in a computer. The signal is de-noised by the 3% criterion. The statistical 
features are extracted by fast Fourier transform (FFT). To avoid contingency, 70 sets 
data are randomly selected as training set, and the remaining is taken as testing set. 
Both of them are sent into the classifier to distinguish fault probability. The fault 
probability is taken as the BPA of evidence. Finally, the improved DS theory is used 
to make the fusion decision to obtain the bearing fault category. The schematic 
diagram of algorithm is shown in Fig. 1.   

4.2 Simulation analysis 

We assume that the recognition framework is!!! ! !!! !! !!!! !!, where H, I, B, O 
and C separately represent health, inner race fault, ball fault, outer race fault and cage 
fault. Because the output of the acceleration sensor is an analog signal, it cannot be 
used directly as the BPA of evidence. It needs to be transformed into digital signal by 
means of signal processing unit, and then transformed into probability by neural net-
work classifier to be the BPA of evidence. The genetic algorithm (GA) is adopted to 
optimize the initial weights and thresholds of back propagation (BP) neural network 
to avoid the local optimization [29]. This model is called GA-BP. The flow chart of 
GA-BP is shown in Fig. 2. 

The BP network parameters are set as follows: 
Maximum number of training steps: 1000 
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Fig. 1. Schematic diagram of the algorithm 
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Fig. 2. Flow chart of GA-BP 

Minimum Target Training Error: 0.1 
Learning rate  0.1 
The number of intervals displaying result: 10 
 
The GA parameters are set as follows: 
The size of population: 30 
The number of evolutions: 200 
The crossover probability: 0.4 
The mutation probability: 0.1 
 
 The fusion result is compared with the median Voting Fusion [30], the proportion-

al conflict redistribution 5 (PCR5) fusion [31] and the traditional DS theory. To facili-
tate the analysis of results, only two sets of sample data corresponding to each sensor 
are extracted, and the results are shown in Table 4. 
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Table 4.  Result of different fusion methods 

 BPA Result 

No. H I B O C Diagno-
sis Actual 

Sensor-1-1 0.0582 0.3653 0.3513 0.0368 0.1884 I B 

Sensor-1-2 0.0034 0.0177 0.4513 0.1090 0.4186 B B 

Sensor-2-1 0.1527 0.4060 0.1785 0.0525 0.2103 I B 

Sensor-2-2 0.0045 0.3643 0.5947 0.0059 0.0306 B B 

Sensor-3-1 0.1438 0.0184 0.2032 0.4321 0.2025 O B 

Sensor-3-2 0.4767 0.0338 0.2312 0.1765 0.0818 H B 

Median voting 0.3331 0.1216 0.5947 0.2222 0.2358 B B 

PCR5 fusion 0.0144 0.0157 0.9214 0.0424 0.0128 B B 

Traditional DS 0.0041 0.0538 0.9074 0.0034 0.0313 B B 

Improved DS 0.0038 0.0160 0.9647 0.0033 0.0122 B B 

 
Table 4 shows that different sensors make different diagnostic results. The diag-

nostic result of Sensor-1-1 is wrong, but there is only 0.014 difference between the 
diagnosis of the inner race fault (0.3653) and the actual situation of the ball fault 
(0.3513). The diagnosis result of Sensor-1-2 is right, but the ball fault (0.4513) is very 
close to the cage failure (0.4186), which indicates that Sensor-1 is uncertainty and the 
results are not completely reliable. Two sets data of Sensor-2, one of them is accurate 
and the other one is wrong, but the accuracy is only 0.4060. Two sets data of Sensor-3 
are diagnosed incorrectly. The probability is less than 0.5 and the result is unreliable. 

Figure 3 shows that the single sensor cannot accurately and comprehensively re-
flect the healthy state of rolling bearing due to its limitation. It is necessary to com-
bine the data from multi-sensors to obtain an explanation and description of con-
sistency of measured object. The bearing fault can be quickly and accurately decided 
by DS theory to fuse multi-sensor data. The traditional DS theory achieves the proba-
bility of 0.9074, while the improved DS is up to 0.9647, which is obviously different 
from others. The reliability and necessity of the fusion are further verified. 

From the results of Table 4, all four methods make correct judgment on the healthy 
status of rolling bearing. However, comparison of results in Figure 4, the improved 
DS algorithm obtains the highest diagnostic rate (0.9647), followed by PCR5 fusion 
(0.9214), the third with the traditional DS theory (0.9074), the median voting fusion 
lowest (0.5947). Because the improved algorithm replaces the BPA of evidence with 
a new BPA which corrected by evidence and sensor weights. The fusion rule is se-
lected according to the relationship between k and !, so that the evidence with high 
confidence level is higher and higher, the evidence with low confidence level is get-
ting lower and lower. Finally, we get the ideal diagnosis rate. The PCR5 method fo-
cuses on the full conflict of evidence. It allocates the probability according to the 
original confidence level, which is relatively conservative and obtains the second 
highest diagnosis rate. The diagnosis rate of the traditional DS theory is higher than 
that of any single sensor, which fully embodies the advantages of fusion. The essence 
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of median voting fusion is "Voting by voting, most of pass". It is a simple, intuitive 
and fast method without complex operation. It can be completed in the shortest time 
O(N), but the diagnostic rate is the lowest among four methods. 

Table 5 shows that the diagnostic rate of all four fusion methods is higher than that 
of the single sensor. The diagnostic rate of the testing set is lower than that of the 
training set. It is consistent with the actual. The time complexity of traditional DS 
theory is O(N3) and that of the improved DS algorithm is O(N2). Thus, the improved 
method not only reduces the system time-consuming (N3 to N2), but also increases the 
diagnostic rate to 0.9647. Therefore, the improvement of DS theory in this paper is 
effective and practical. 

 
Fig. 3. Fault diagnosis result of single sensor 

 
Fig. 4. Comparison of four diagnostic results 
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Table 5.  Diagnostic results of single and multi-sensors 

Method 
Diagnostic rate (%) 

Time complexity 
Training set Testing set 

Sensor-1 75.5 72.3 O(1) 
Sensor-2 78.9 75.2 O(1) 
Sensor-3 59.1 55.7 O(1) 
Median voting fusion 81.2 78.3 O(N) 
PCR5 fusion 92.6 90.0 O(N2) 
Traditional DS fusion 90.0 88.6 O(N3) 
Improved DS fusion 96.8 94.7 O(N2) 

 

5 Conclusion 

The monitoring and diagnosis of the healthy status of mechanical equipment great-
ly improves the production efficiency, reduces the maintenance cost, prolongs the life 
of equipment and helps the national economy to develop more rapidly. In order to 
monitor the health status of equipment, an improved DS theory is proposed in this 
paper. The BPA of evidence is adjusted by evidence and sensor weights, and then 
select the fusion rule based on the relationship between k and ! to carry out multi-
sensor data fusion. The effectiveness and practicability of method are verified by the 
diagnosis of the health state of rolling bearing. The robustness analysis of algorithm 
further clarifies that the improved method not only inherits the advantages of tradi-
tional DS theory in dealing with uncertain information, but also solves the problem of 
fusion failure of evidence conflict. By comparing the diagnostic results of multiple 
and single sensors, it shows that the decision-making of multi-sensor can effectively 
improve the accuracy and reliability of mechanical equipment fault diagnosis. To a 
certain extent, the requirements for the performance of a single sensor are reduced. It 
has some practical significance in monitoring the health status of mechanical equip-
ment. 
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