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Abstract—A new method for the big data analysis - multi-granularity gen-
eralized functions data model (referred to as MGGF for short) is put forward. 
This method adopts the dynamic adaptive multi-granularity clustering tech-
nique, transforms the grid like "Hard partitioning" to the input data space by the 
generalized functions data model (referred to as GFDM for short) into the mul-
ti-granularity partitioning, and identifies the multi-granularity pattern class in 
the input data space. By defining the type of the mapping relationship between 
the multi-granularity model class and the decision-making category 
ftype:Ci!y, and the concept of the Degree of Fulfillment (referred to as DoF 
(x)) of the input data to the classification rules of the various pattern classes, the 
corresponding MGGF model is established. Experimental test results of differ-
ent data sets show that, compared with the GFDM method, the method pro-
posed in this paper has better data summarization ability, stronger noise data 
processing ability and higher searching efficiency. 

Keywords—Generalized Function Set; Generalized Functions Data Model; 
Multi-granularity Clustering; Data Mining; Multi-granularity Generalized Func-
tions Data Model 

1 Introduction 

In the knowledge discovery in database (referred to as KDD for short) and data 
mining (referred to as DM for short), there are usually two basic problems existing, 
that is, the selection of the appropriate data expression and the formalization of model 
indexes. Surrounding these two problems, a variety of big data analysis model meth-
ods, such as the decision tree model, neural network model, belief networks model, 
generalized functions data set model and so on, have emerged. Among them, in the 
generalized functions data set model put forward in the literature [1], a pair of clear 
lower and upper approximation sets is used to describe from the inner and outer sides 
any subset of the concepts defined on the universe of discourse. And the approximate 
accuracy [2] is taken as the quality indicator of the model, with the characteristics of 
relatively simple learning process, no need for any priori knowledge points and other 
characteristics [3], hence making it a powerful tool for the classification analysis in 
the KDD and DM. 
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However, since the generalized functions data set model is classified strictly in 
terms of equivalence relation, the classes that it processes must be accurate or com-
pletely contained [4]. In practice, however, the data set often contains noise, which 
leads to the result that the classification effect of the Pawlak model is not good or 
even fails. In order to solve this problem, in the literature [5], a variable precision 
function data set model (VPM) is introduced, which can "Soften" the completely 
exact inclusion relation into the inclusion relation to a certain degree, that is, if at least 
(1-")% of the elements in the equivalent class C belong to the subset X, the class C !  
is referred to as being included in X, and 0#" <0.5. And by changing ", the approxi-
mate sets of different precisions of X can be obtained. Recently, the concept of the 
generalized functions data model (referred to as GFDM for short) [6] has been put 
forward, which attempts to describe a certain subset concept X in the universe of 
discourse through the establishment of the mapping relation type:C!X between the 
equivalence class in the universe of discourse and the decision class. Due to the dif-
ference in the defined mapping relation type, the approximation set of X thus obtained 
is different. And both of the methods have achieved highly successful applications 
[7]. 

However, the above two methods still have limitations. First of all, in the data ex-
pression, the concept and knowledge that are involved in the two models are both 
clear. However, in the practical problems, it is more often that a number of multi-
granularity concepts and multi-granularity knowledge is involved, which is reflected 
in the generalized functions data set model as the following: Either the knowledge of 
the knowledge base (equivalence relation) is clear and the approximated concept has 
multi-granularity, or the knowledge of the knowledge base and the approximate con-
cept has multi-granularity. In the two cases, it is difficult for both the VPM and the 
GFDM to deal with the situation effectively. Secondly, in the perspective of the mod-
el index, the VPM still adopts the model accuracy as the index. Although GFDM can 
adopt different performance index functions as needed, it is an NP difficult problem 
to look for the optimal VPM or the GFDM model [8]. At present, most of the solving 
methods make use of a certain kind of complex heuristic algorithm, or adopt a time-
consuming exhaustive search strategy, and there is still lack of a unified and effective 
method. On the other hand, however, we notice that in the multi-granularity data set 
theory [9], a membership degree is specified for each object in the universe of dis-
course in the interval [0,1] through the multi-granularity membership function, so as 
to make sophisticated description on any inaccurate concept in the domain of dis-
course. The generalized functions data set is combined with the multi-granularity data 
set to look for a stronger uncertainty model, which has been developed into an im-
portant research direction [10]. 

In this paper, on the basis of the VPM and GFDM, a new big data analysis method 
- multi-granularity generalized functions data model (referred to as MGGF for short) 
is put forward, which transforms the equivalent partition of the VPM and GFDM to 
the data space into the multi-granularity clustering classification, so as to transform 
the solving process of the optimal GFDM model into the optimization process of the 
classification objective function, which effectively avoids the NP difficult problem. 
At the same time, by defining the degree of fulfillment DoF, the transformation from 
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the MGGF model to the GFDM model is implemented, which can better describe the 
inaccurate concepts in the domain of discourse. In particular, due to the application of 
the adaptive multi-granularity clustering technology, MGGF model can reflect the 
feature pattern class with the super-ellipsoid, hyper plane or super linear type in the 
data set by a relatively small number of multi-granularity model classes. And the 
results of the partitioning can achieve the optimum in the whole domain of discourse 
space of the data set according to the different classes of the various patterns, and thus 
has very strong data generalization ability, which is not sensitive to the noise, thus 
overcoming the defects that the generalization ability of the GFDM model depends 
heavily on its prior partitioning of the domain of discourse space. 

2 Multi-granularity Functions Data Model 

2.1 Generalized Functions Data Model (GFDM) 

In the generalized functions data model (GFDM), the elements in the same equiva-
lent class qi(i=1,2…,n) in the input space may belong to the different decision class 
yj(j=1,2,…,p). However, as the various elements in the same equivalence class in the 
input space are indistinguishable from each other, they have to be grouped into the 
same decision class. This kind of artificial correspondence relationship between the 
input space and the decision space is defined as the type function in the GFDM, 
type:q!y. GFDM characterizes each of the decision classes in the decision space 
through the type function and some of the corresponding statistics. The values of 

these statistics are used to sort the classes { }1 2iq i , , ,n= = ! in accordance with the 
standards determined by some of the users. Therefore, the generalized functions data 

model (GFDM) of the information table ( )S U,A d= ! can be defined as the triples as 
the following: 

 T q,type,= !     (1) 

In which ! stands for a linear ordering relation which is defined on the

{ }1 2 nq q ,q , q= ! . A basic GFDM model has the form as the following: 

U/R type(qi) acc 
q1 y1 acc1 
q2 y2 acc2 
! ! ! 
qn yp accn 

In which acc1$acc2$…$accn 
For a given training data set, the grid like partition of the data space by the GFDM 

has the "Granularity". And the classification accuracy of the model is seriously de-
pendent on the degree of sophistication of the pre-division of the data space, and the 
number of models is increased exponentially with the increase in the number of at-
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tributes as well as the attribute discrete intervals. The inspiration from this to us is 
that, in fact, we do not need to make complete equivalence partitioning to the data 
space, but only need to identify the various pattern classes existing in the data space. 
These pattern classes can have multi-granularity, so that fine adjustment on the parti-
tioning of the data space can be carried out to avoid the excessive hard partitioning 
and reduce the burden of computation. 

2.2 Adaptive Dynamic Multi-granularity Partitioning of the Input Data Space 

Multi-granularity clustering is a kind of important tool for the identification of the 
data patterns. Gustafson-Kessel (GK) algorithm is the multi-granularity generalization 
of the adaptive distance dynamic clustering algorithm, which can effectively search 
for the hyper-ellipsoid, planar or liner data class.  

Assuming that nx! is the input data vector, and y! is the categorical data, that is, 

the output variable, which value is usually taken as the integer. Let { }1 2 py y , y , , y= !
. Denote ( )TT

k k kZ x , y= , in which, k stands for the k-th data point. In the GK algo-

rithm, the distance from the midpoint kx of n-dimensional data space to the clustering 
center iv is a square inner product distance norm as the following: 

 ( ) ( )22
i i

T
ikM k i k i i k iM
D x v x v M x v= ! = ! !   (2) 

In which, ( )1 1n
i i iM det F F != , where iF is the covariance matrix of the i-th cluster 

center, which is a positive definite symmetric matrix. The estimate by using the data 
covariance iF to make adaptive adjustment on iM , so as to identify the different topol-

ogies on n (super-ellipsoid, planar or linear) pattern class. The data set{ }1 2 nx ,x , , y!
is divided into c multi-granularity classes by minimizing the objective function as the 
following 

 ( ) ( ) 2

1 1
i

c N
m

ik k i M
i k

J X ;U ,V u x v
= =

= !""     (3) 

to complete, in which, ikU u= stands for the multi-granularity partition matrix of 
the data set, and it meets the following equation 

 [ ]
1

1 1 0 1
c

ik ik
k
u , k N ,u ,

=

= ! ! "#     (4) 

[ )1m ,! " is a weighted index, which determines the degree of the multi-
granularity of the classes which have been obtained (for a clear model, m = 1; for the 

multi-granularity model m > 1, it is usual that m = 2). The Lagrange multiplier k! can 
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be used to transform the objective function (3) and its constraint (4) into a new objec-
tive function as the following 

 ( ) ( ) 2

1 1 1 1
1

i

c N N c
m

ik ikM k ik
i k k i

J X ;U ,V , u D u! !
= = = =

" #
= + $% &

' (
)) ) )    (5) 

Assuming that 2
iikMD >0, i! ,k, and m>1. Let the gradient of J onU,V and % be zero, 

then two necessary conditions for taking the minimum value for the equation (3) can 
be obtained as the following: 

 

( )
( )2 1

1

1 1 1

i j

ik / mc

ikM jkM
j

u , i c, k N
D D

!

=

= " " " "

#
   (6) 

 
( )

( )
1

1

1

N
m

k
k

i N
m

k

uik x
v , i c

uik

=

=

= ! !
"

"
  (7) 

Alternate optimization calculation is performed on the equation (6) and equation 

(7), and the sequence ( ) ( )( ) ( ) ( )( ){ }1 1 2 2U ,V , U ,V ,! will converge to the local optimal 

point or saddle point of the objective function equation (3). 
The conduction of GK multi-granularity clustering on the training data set is actu-

ally to carry out the "Soft" partitioning to the input data space that is suitable for the 
prototype (such as ellipsoid, plane or linear type) in the data set, which changes with 
the data set and can be adjusted in the sophistication. The original data set is divided 
into a set of multi-granularity classes ( )1iC i c! ! , its clustering center is ( )1iv i c! !

, and the multi-granularity partitioning matrix is [ ]( )1 1ikU u i c, k N= ! ! ! ! . If the 
equivalent class iq in the GFDM is replaced by the multi-granularity class iC , how to 
define the pattern function ( )type ! ? We further study the division of the multi-

granularity clustering on the classification data ( )1 2ky k , , ,N= ! . 
All the class data are weighted by using the multi-granularity partitioning matrix 
( ) ( )1 1ikU u , i c, k N= ! ! ! !  of the input space obtained as described above, and 

the weighted mean (that is, the class center point) that is corresponding to each input 
multi-granularity class can be obtained as the following 

 
( )

( )
1

1

1

N
m

k
k

iy N
m

k

uik y
v , i c

uik

=

=

= ! !
"

"
   (8) 
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Its corresponding variance is as the following 

 
( ) ( )

( )

2

2 1

1

1iy

N
m

k iy
k

N
m

k

uik y v
, i c

uik
! =

=

"
= # #
$

$
  (9) 

2.3 Definition of Multi-granularity Functions Data Model 

In order to be able to evaluate the effect of the multi-granularity clustering on the 
data set in the input space effectively, we assume that there is a one-to-one or many-
to-one relationship between the pattern class in the input space and the class value of 
the decision variable, instead of the many-to-many relationship, that is, there is no 
such case where the same input pattern class belongs to multiple decision categories 
at the same time (Note: It is considered that such situation can be solved by adopting 
the supervised multi-granularity clustering method in the input-output product space, 
which has been elaborated in a separate paper), which is consistent with most of the 
actual situations. 

Under the above assumptions, we have the following proposition. 
Proposition 1. A good multi-granularity clustering on the data set in the input space 

corresponds to a relatively small class center variance 2
iy! . 

This conclusion is obvious, and the reason why the proposition does not take 2
iy!  = 

0 is that the impact of the data noise is taken into consideration. On the contrary, if the 
value of 2

iy!  is relatively large, it indicates that there are at least two different classes 
of the patterns which are assigned to the same class by error. 

To this end, we set an allowable error vector tolSig2=(s1,s2,…,sc), in which 
si>0,i=1,2,…,c,c is the number of the classes of the multi-granularity. Only when the 
class center variance 2

iy! of all the classes iC in the clustering results meet the follow-
ing equation 

 ( )2 2 1 2iy tolSig i ,i , , ,c! < = !     (10) 

can the corresponding multi-granularity partitioning be accepted to be used for the 
construction of the MGGF model, so as to ensure the performance of the MGGF 
model. In this way, we can take the value of the nearest class from the distance class 
center as the type of the model class iC . 

Definition 1. In the case of good multi-granularity clustering, that is, 
( )2 2 1 2iy tolSig i ,i , , ,c! < = ! , the type functions of all the multi-granularity class iC

are given by the equation (11) as the following 

( ) ( ){ }1 2 1 2i i iy jftype C y min v y , j , , , p ,i , , ,c= ! = =! !     (11) 
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In this way, each multi-granularity class iC , along with its type, corresponds to a 
decision-making rule as the following: 

 ( ) ( )i i iR : If x C ,thend x ftype C! =   (12) 

Herein, nx! stands for the input data, and iC stands for the multi-granularity set. 
Definition 2. Denote the degree of fulfillment of any input data nx! for the deci-

sion rule iR corresponding to the multi-granularity pattern class iC  as ( )iDoF x , and its 
definition is as the following 

 ( )
( ) ( )

( )
( )

1 12

1 1
2

1

i

j

/ m

iM
i / mc

jM
j

D
DoF x

D

! !

! !

=

=

"
    (13) 

In which, 2
jjMD is the inner product distance between the data point x in the input 

space and the center ( )njv ! of the pattern class jC , 

 ( ) ( )2
j

T

jM j j jD x v M x v= ! !    (14) 

 ( )1 1n

j j jM det F F !=      (15) 

It is apparent that ( ) [ ]0 1iDoF x ,! . 
In order to make the classification rule (12) have better interpretability, the multi 

dimensional multi-granularity set iC can be projected to each of the components corre-
sponding to the conditional attribute, then the rule iR can be expressed as the form in 
the following: 

( ) ( )1 1 2 2
'
i i i n in iR : If x C and x C and and x C ,thend x ftype C! ! ! =!   (16) 

In this case, the matching degree ( )iDoF x of x to the rule '
iR can be defined as the 

product of the membership degree ( )( )1 2
ijC jx j , , ,nµ = ! of each component as the 

following, 

 ( ) ( )
1

ij

n

i C j
j

DoF x xµ
=

=!  (17) 

According to the degree of fulfillment of the input data iR to each classification rule

( )1 2iR i , , ,c= ! , the class value of x can be determined comprehensively. Firstly, a 
threshold constant is set for the degree of fulfillment of each classification rule iR , 
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which is denoted as TC, and TC�c.. Only when ( ) ( )iDoF x TC i>  will ( )iftype C be 
considered as a candidate for the class value of x, so as to inhibit the noise and im-
prove the efficiency of the algorithm. And then, from all the selected multi-
granularity pattern classes, the class with the degree of fulfillment of the rule greater 
than the threshold value and with the maximum class is selected as the final class 
value of x, that is, the following can be obtained, 

 ( ) ( )id x ftype C=  (18) 

In which, jC meets the following equation 

( ) ( ) ( ) ( ){ }1 2i i iDoF x max DoF x DoF x TC i ,i , , ,c= > = !  (19) 

In this way, the index statistics of the multi-granularity model class
( )1 2iC i , , ,c= ! in the type function ( )ftype !  such as the class classification accuracy

( )iacc C , the cumulative model accuracy cma of the other index statistics can be 
calculated. 

In summary, we can provide a new method for the data classification analysis on 
the basis of the GFDM model: Multi-granularity generalized functions data model 
(referred to as MGGF for short). 

Definition 3. The multi-granularity functions data model (MGGF) of the infor-
mation table ( )S U,A d= ! is defined as a triad as the following 

 FT C, ftype,= !  (20)  

In which, C={C1,C2,…,Cc} stands for the set of multi-granularity pattern classes 
on the input data space, and ftype :C y! stands for the mapping relation given by 
the equation (11),  which is an ordering relation defined on C according to the corre-
sponding statistics computed. 

2.4 Characteristics of the Multi-granularity Functions Data Model 

Compared with the GFDM model, the multi-granularity generalized functions data 
set model (MGGF) has a number of good features, which are mainly reflected in the 
following aspects: (1) The dynamic adjustability of the model MGGF is the same as 
that of the GFDM, with the characteristics of simplicity, intuitiveness and clear inter-
nal character at a glance. In addition, by using the relevant statistics, the correspond-
ing model performance curve can be plotted. As shown in Figure 1(a) and Figure 
1(b), the threshold values of the degree of fulfillment of the rules of 5 multi-
granularity pattern classes obtained by the MGGF model in the Pima Indians Diabetes 
Data Set are given. And the threshold values are taken as TC=[0.10.10.10.10.1] and 
TC=[0.90.020.80.10.02], the cumulative model accumulation model cma cumulative 
model element coverage csize curve. 
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(a) TC=[0.1 0.1 0.1 0.1 0.1]                     (b)TC=[0.9 0.02 0.8 0.1 0.02] 

Fig. 1. Cumulative model element coverage csize curve of the cumulative model accuracy cma  

It can be seen from Figure 1 that, in the MGGF, only by adjusting the tolerance 
threshold value tolSig2 and TC of different pattern class iC according to the needs, the 
MGGF model with different performance can be obtained, so as to adapt to different 
actual situation; while in the GFDM method, it is only possible to modify the perfor-
mance index function of the model and re-establish the new GFDM model, which is 
time-consuming and lack of flexibility. 

(2) Adaptation of the model class prototype 
Another superiority of the MGGF model compared with the GFDM model is that 

MGGF can identify the multi-granularity pattern class ( )1iC i c! ! with different 
shapes and directions in the same data set, such as super-ellipsoid, plane or linear type 
and so on, and has certain degree of self-adaptability to the pattern class prototype in 
the data set. 

The self-adaptability of this kind of pattern class prototype is derived from the GK 
multi-granularity clustering algorithm adopted by MGGF. This algorithm makes use 
of the estimation information of the multi-granularity covariance matrix iF of each 
pattern class iC (1 i c! ! , similar below), while the feature structure of iF can provide 
the information on the shape and direction of its corresponding multi-granularity class
iC . 
Proposition 2. The ratio of the length of each axis of the hyper ellipsoid prototype 

of the multi-granularity model class ( )1iC i c! ! in the data set{ }1 2n
kx ,k , , ,N! = !

is equal to the ratio of the square root of the corresponding eigenvalue of its covari-
ance matrix iF . 
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As shown in Figure 2, the equation ( ) ( )1 1Tx v F x v!! ! = has defined a super-

ellipsoid. And the length of the j-th axis of the super-ellipsoid is equal to j! , the 

direction is given by j! , j! and j! are the j-th eigenvalue of iF  respectively and their 
eigenvectors. 

x2

v

x1

1!

2!

2"

1"

 
Fig. 2. Relationship between eigenvalues and eigenvectors of the hyperella and covariance 

matrix Fi 

The linear subspace of the data space can be expressed as the flat super-ellipsoid, 
or also as a hyper plane, which means that when there is one or there are several ei-

genvalues ! close to zero in the covariance matrix iF , the super-ellipsoid prototype is 
degraded to the corresponding hyper plane, super linear prototype. GK multi-

granularity of the multi-granularity iC will be degraded into the corresponding hyper 
plane and super linear prototype. The GK multi-granularity clustering algorithm 

makes use of the estimation information of iF to correct the calculation of the inner 

product distance
2

iikMD , so that iC can fit with the pattern class prototype in the data set. 
(3) Global character of the pattern class recognition 
MGGF can reflect the prototype of the linear feature pattern in the data set with a 

relatively small number of multi-granularity pattern classes, which has the integrity 
and globality in the recognition of the data prototype. Therefore, it has relatively 
strong noise data processing ability and data generalization ability. However, GFDM 
can only rely on the grid like partition of the domain of discourse space of the data set 
in advance to approximate a certain data class from the local fine grid point. The 
smaller the block shapes of the grid point, the higher the data partition accuracy, 
hence the more the required number of points of division. However, the increase in 
the number of the points of division will not only lead to the sensitivity of the model 
to the data noise, but also result in the exponential increase in the number of the 
GFDM models to be calculated, hence causing great computational burden. 

(4) Effective processing of the concept of multi-granularity 
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By comparing the proximity between two multi-granularity sets, MGGF can effec-
tively deal with the multi-granularity concept as defined in the data space. 

Definition 4. Assuming that B is any multi-granularity set in the data space nx! , 

and ( )1iC i c! !  is the multi-granularity pattern class of MGGF. The degree of ful-

fillment ( )iDoF B of the classification rule iR of B to iC is calculated according to the 
following equation: 

 ( )
( ) ( )

( ) ( )
1 2x

x

i

i
i

C x B x dx
DoF B ,i , , ,c

C x B x dx
!

!

"# $% &
= =

'# $% &

(
(

!  (21) 

In which, x!  stands for the universe of discourse of the data set n
kx ! . It shall be 

pointed out that, both ( )B x and ( )iC x  here are multi dimensional multi-granularity set 
(n), in the equation, multiple integral calculus is conducted. And the equation (21) can 
also be interpreted as the form of "Volume" as the following 

( ) ( )( )
( )( )

Volume under the hypersonic surface
1 2

Volume under the hypersonic surface
i

i
i

C B x
DoF B ,i , , ,c

C B x
= =

!
"

#
  (22) 

Similarly, we only need to calculate the multi-granularity concept B and the degree 
of fulfillment ( )iDoF B of the classification rule of each multi-granularity pattern class

( )1iC i c! ! , and then take the class of the pattern with the ( )iDoF B value exceed-

ing the threshold value ( )TC i and the maximum pattern class as the class of the multi-
granularity concept B. 

3 Studies of the Experimental Data 

Example 1. It is considered that the three pattern classes, that is, C1, C2 and C3 da-
ta set, have circular, linear and elliptical prototypes as shown in Figure 3. The applied 
data noise is &~N(0,'2),'=0.1. 200(C1), 150(C2) and 200(C3) sample data points are 
first generated as the training data set, and the same number of data points are gener-
ated separately as the test set according to the same mechanism. The method put for-
ward in this paper and the GFDM method are operated for 10 times, respectively, and 
the average performance of the methods is calculated as shown in Table 1. 

It can be seen from Table 1 that the method put forward in this paper can be used 
to better identify the prototypes of the three pattern classes. The cumulative classifica-
tion accuracy of the established MGGF model is 99.46%, and the time used is far less 
than that used by the GFDM method. The classification accuracy on the test set is up 
to 99.46%; 10 small partitions are divided first for the x,y input variables, and then 
four  points  of  division,  that  is (1,1), (2,2), (3,3) and (4,4) are  taken from the corre- 
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Fig. 3. Data scatter plot of Figure 1 

Table 1.  Main performance of the GFDM obtained by various methods on the data set in the 
Example 1 

 Class number c or 
point of division 

cma(%) Time(s) valid(%) 

MGGF c=3 99.46 0.410 99.46 

GFDM 

c=4(1,1) 97.46 3.174 97.46 
c=9(2,2) 97.82 56.902 97.82 

c=16(3,3) 98.00 348.902 98.00 
c=25(4,4) 98.37 924.539 98.37 

 
sponding (9,9) points of division to establish the corresponding GFDM model. The 
results are shown in Table 1. 

And it can be seen from the partition of the MGGF and GFDM on the data space in 
Example 1 that: (1) The partition direction of the input space by MGGF is determined 
by the data prototype of the clustering, which is not necessarily parallel to the axis; 
while the partition of the input space by GFDM is gradient, and the directions of each 
section must be parallel to the axis. (2) The partition of the input space by MGGF is 
smooth transition, which is in line with the characteristics and laws of the classifica-
tion of the data affected by the noise, and thus more objectively reflects the practical 
problem; while the partition of the input space by GFDM has clear boundaries, which 
is divided completely, and is a kind of "Hard" division, and does not meet the charac-
teristics of the noise data and the distinguishing law. 

Example 2. The UCI database is a well-known database in the machine learning 
field, from which we have selected seven typical data sets (please refer to Table 2) to 
conduct testing and comparison of the method put forward in this paper. For each data 
set, about 2 / 3 of the case samples are randomly selected as the training set, and the 
remaining case samples are taken as the test set.  

The percentage of the correct classification of the samples on the test set is record-
ed as the operational accuracy valid. 
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Table 2.  The Main performance of the results obtained by various methods on the data set in 
the Example 2 

Data set 
Number of 

cases (training 
set / test set) 

C4.5 GFDM MGGF 

cma(%) valid(%) cma(%) valid(%) Class 
number cma(%) valid(%) Class 

number 
Bupa-liver 345(245/100) 79.60 64.00 67.347* 61.00 7 75.918 71.00 8 
Iris 150(100/50) 98.00 98.00 98.00 96.00 15 98.00 100.00 3 
Monks-1 432(300/132) 100.00 100.00 96.67 96.97 61 96.33 99.242 4 
Monks-2 432(300/132) 83.33 77.273 64.00 53.03 8 75.00 77.273 4 
Monks-3 432(300/132) 100.00 96.10 96.67* 98.485 32 100.00 100.00 11 
Pima 768(568/200) 79.60 63.00 76.585 71.50 11 76.056 71.00 5 
Wine 178(128/50) 100.00 94.00 100.00* 98.00 54 92.188 100.00 5 
Note: * stands for the results obtained using GFDM + GA method. 

The method put forward in this paper, GFDM method and C4.5 classification tree 
method are applied to the aforementioned data set respectively, and are operated for 
10 times respectively. The average results are taken as shown in Table 2. 

C4.5 is a well-known classification tree algorithm. It adopts the recursive partition-
ing method to continually divide the training sample set into similar subsets until the 
leaf nodes contain only a single class of samples. In the process of learning, the classi-
fication tree method also has the problem of over-fitting to the training sample. Its 
solution is to adopt the "Pruning" strategy, that is, to give up one or a few "Sub-trees" 
and replace them with the "Leaves". In C4.5, the classification tree can also be ex-
pressed as a set of rules. 

From the above examples, we find that: (1) For the MGGF model established by 
the method put forward in this paper, its cumulative model classification accuracy 
cma does not have significant difference when compared with that of the GFDM 
method and the C4.5 method. However, the method put forward in this paper has 
higher solving efficiency and consumes less time; (2) When the classification model 
obtained by the three methods is applied to the test data set, it is found that the MGGF 
model has higher classification accuracy, that is, the effective accuracy of the model, 
which means that the MGGF method has stronger data generalization capability. (3) 
The method put forward in this paper has very good "Flexibility", and a suitable 
MGGF model can be obtained by adjusting the tolerance threshold value tolSig2 of 
different pattern classes and the degree of fulfillment threshold value TC of all the 
classification rules according to the characteristics of the data set, so as to better deal 
with the impact of the noise data. At this point, it is similar to the "Pruning" strategy 
in C4.5. 

4 Conclusion 

The multi-granularity generalized functions data model (referred to as MGGF for 
short) combines the adaptive dynamic multi-granularity clustering technique with the 
generalized functions data model to provide a new method for the analysis of the big 
data. This method has not only overcome the defect that the classification accuracy of 
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the GFDM method of has serious dependence on the grid like partition performed on 
the input data space in advance, but also can identify the optimal feature pattern class 
with the super-ellipsoid, hyper planar or linear type in the data with highly efficient 
search strategy. Compared with the GFDM method, the MGGF method is more flexi-
ble, and has stronger noise data processing capabilities. Different types of experi-
mental data set test results have further demonstrated the effectiveness of the MGGF 
method. 
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