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Abstract—To study the optimization problem of wireless sensor network 
(WSN) based on differential evolution, the single objective differential 
evolution algorithm is applied and combined with the advantages and 
disadvantages crossover strategy. Firstly, the path optimization problem in 
WSN is analyzed, and the optimization model is established. Then, the 
differential evolution algorithm is used as the search tool to solve the minimum 
energy consumption in the path optimization model, that is, the optimal path 
problem. Finally, the comparison experiment is carried out on the classical 
algorithm genetic algorithm (GA), particle swarm optimization (PSO) and 
standard differential evolution (DE) algorithm. The results show that the 
performance of differential evolution algorithm based on crossover strategy is 
superior to or not worse than that of several contrast algorithms. It can be seen 
that the differential evolution algorithm based on advantage and disadvantage 
crossover strategy has good effectiveness. 

Keywords—Differential, wireless sensor, network optimization, optimization 
model 

1 Introduction  

The Internet of things (IOT), big data and cloud computing are the development 
trend and research hotspot of the future technology. Wireless sensor network (WSN) 
is the infrastructure of IOT and big data and it is also called the embryonic form of 
IOT. It is composed of a large number of wireless sensor nodes with wireless 
communication and computing power, and it is a distributed network system that 
integrates information collection, transmission and processing. It also has the 
characteristics of flexibility, self-organization, dynamic and data centric performance. 
These characteristics of WSN are very similar to the characteristics of IOT and big 
data. Therefore, the research on WSN has strong practical significance and broad 
prospects for development. The deployment and implementation of WSNs need to 
consider energy efficiency and coverage. These requirements make WSN have many 
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complex optimization problems. In order to achieve maximum lifetime of WSN, it 
can be implemented from many different perspectives. It is also a classic method to 
find the optimal transmission path in WSN. The goal of path optimization in WSNs is 
to find and establish an energy-saving and effective path from a sensor node to a 
receiving node (sink) for a reliable data transmission. In the absence of considering 
other factors, this path is used to transmit data, so that the energy consumed is 
minimized, thus ensuring the maximum lifetime of the entire WSN. 

Differential evolution, especially the differential evolution based on crossover 
strategy, is used to solve the optimal path problem in WSNs. First of all, the path 
optimization problem in WSNs is analyzed and an optimization model is established. 
Then, the differential evolution algorithm is used as a search tool to solve the 
minimum energy consumption in the path optimization model. 

2 Literature Review 

Objective optimization is one of the most popular research directions in 
evolutionary algorithms, and it is also closest to practical engineering applications. 
Since the proposal of differential evolution algorithm, many scholars have devoted 
their efforts to extend it to multi-objective optimization problems and solve practical 
application problems. It is important to note that the multi-objective optimization 
problem refers to the optimization of more than one target simultaneously, but the 
most common one in practical engineering and research is the optimization of the two 
targets. Kundu et al. (2015) proposed the use of Pareto differential evolution 
algorithm to solve multi-objective problem in continuous space, and achieved the 
desired results [1]. Yin et al. (2014) proposed that -MyDE also achieved better 
performance. The algorithm had two populations, the main population is used to 
select the parent, and the external population is used to archive [2]. Wang et al. (2015) 
used the best individuals to create offspring, and proposed multi-objective differential 
evolution algorithm (MODE) [3]. Yang et al. (2014) proposed a very famous multi-
objective differential evolution algorithm. This method combined the advantages of 
differential evolution, Pareto ordering and crowding distance sorting, and achieved a 
very good effect [4]. In order to save the energy consumption of the transmission of 
information between nodes in WSNs, it is a feasible method to find an optimal path in 
which the shortest means the minimum energy consumption. However, finding 
optimal transmission paths in WSN is a complex optimization problem. The problem 
can be converted into a graph, and the optimal path problem from the source node to 
the destination node is already proved to be a complex problem of nondeterministic 
polynomial complete. 

Li et al. (2013), in order to optimize the routing between nodes, put forward a 
clustering-based mobile receiver detection method, which leads the packet to 
effectively move and receive, so as to enhance the network lifetime [5]. Kim et al. 
(2014), aiming at routing problem in WSNs, based on low energy adaptive 
hierarchical cluster structure, established the routing table and proposed using genetic 
algorithm (GA) to solve path planning in WSN, so as to get longer service life. A 
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detailed analysis of the realization link is made, including the expression of 
chromosomes, the coding of genes, the design of fitness, the method of genetic 
manipulation, and the analysis of parameter selection. Simulation results show that 
the algorithm is effective [6]. Similarly, Iqlbal et al. (2015), based on the GA, 
analyzed the WSN and proposed an optimal multipath routing algorithm in the WSN 
[7]. The characteristic of the algorithm is that the chromosome is encoded as variable 
length, and the multipath routing in WSN is optimized globally based on the 
information resources of the base station. Simulation experiments show that the 
optimization mechanism can effectively extend the life cycle of WSN and improve 
the network performance. In addition, combined with particle swarm optimization 
(PSO), Xu et al. (2015) introduced a PSO algorithm to solve the path optimization 
problem in WSNs, and the method is designed and improved. The experimental 
results show that the proposed algorithm is better than the general method in terms of 
running time and efficiency [8]. 

To sum up, the problems of coverage, energy consumption, connectivity, routing, 
node deployment and other optimization problems in WSNs are very suitable for 
being solved using evolutionary algorithms. Therefore, differential evolution, an 
efficient evolutionary algorithm, is proposed to solve such complex optimization 
problems. 

3 Method  

3.1 Differential evolution algorithm 

Differential Evolution (DE) algorithm, first proposed by Price and Store, has 
become one of the most famous classical algorithms in the field of evolutionary 
computation due to its advantages of fast speed, few parameters and easy realization. 
Differential evolution belongs to evolutionary algorithm, including mutation, 
crossover, selection, updating and other basic structures. First, the initial solution is 
randomly generated in the whole search space, followed by the mutation operation, 
and then it is the crossover operation. The generated mutation vectors are crossed 
with the individual vectors to get the experimental vectors. The crossover operation 
consists of binomial crossover and exponential crossover. In general, the method used 
more commonly is binomial crossover, and the binomial operation is used here. 

3.2 Optimal path problem description and mathematical modeling 

WSNs are composed of multiple wireless sensor nodes with the same or different 
functions. The network composed of the same functions is called the isomorphic 
sensor network; the network composed of different functions is called the 
heterogeneous sensor network. In scientific research, the heterogeneous sensor 
network is closer to the practical application. The problem of path optimization in 
WSNs is simply the process of selecting the optimal transmission path to start from a 
source node, through a series of random selected sensor nodes, and finally to the 
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destination node. The optimal here is the minimum energy consumption. In addition, 
sensor nodes must meet certain constraints, such as the energy of network nodes and 
distance information of nodes, so that the total energy required to transmit the 
information to the network target node is the lowest. 

In a heterogeneous WSN, in general, the sensor node is responsible for monitoring 
and sensing data, the induced data passes through multiple hops to the sink node or 
base station, and then the sink nodes reach the management nodes or users through 
the Internet or satellite. In order to study the nodes and information transmission in 
WSN, the monitoring area of WSN is grouped into clusters, each of which is called a 
cluster. A cluster head node (sink node) is selected in each cluster, which is 
responsible for gathering data compression and communication between cluster nodes 
or base stations. For a cluster, the cluster head node in the cluster is the target node on 
the communication path, and the node can be generated randomly. Any induction 
node (sensor node) in the cluster can be used as the source node and the starting point 
of information transmission. 

In order to simplify the complexity of WSN and without losing the effectiveness of 
the algorithm, a cluster can be regarded as a rectangular area in the two-dimensional 
plane space. The size of the region, the number of sensor nodes and the location of the 
sensor nodes are known. n nodes are randomly distributed within the cluster, each 
node has the same initial energy, and each node is assigned different numbers 1, 2, 
3,...,n. There exists or no transmission route between nodes and nodes, and there is a 
random generation of transmission route energy consumption. Assuming that the n-th 
node is the target node and the k-th node is the source node, it finds a path to transfer 
information from the source node to the target node, and the minimum energy 
consumption is the purpose of the research, also called the routing optimization 
problem of WSN. 

According to the knowledge of graph theory, the routing problem in WSNs can be 
described by a graph G= (V, E). First, a graph structure is used to describe the 
topology of WSNs, and there is a WSN deployed in a two-dimensional plane. It is 
now considered for one of the clusters. Assuming that there are n nodes, including a 
target node Vhead and n-1 induction nodes. Determine whether there is a connected 
adjacency relationship between each node is E, that is, the set of all communication 
lines. Then, the topological relationship of the network can be described in graph G= 
(V, E), where V represents the set of all nodes in the network, and E is the set of all 
communication routes. The specific description of V and E is as follows. 

 . (1) 

 . (2) 

In Formula (1), Vhead is the target node in the cluster, that is, cluster head node. Vi 
is the other induction node (sensor node) in the cluster. In Formula (2), E1 is the 
connection link of the first node. In addition, the energy consumption between nodes i 
and j is defined as Cij. Then, the energy consumption matrix of the whole network is 
C=[Cij], which is a symmetric matrix, that is, Cij=Cji. The values of elements in a 

1 1, ,...,head nV V V V -=

1,..., mE E E=
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matrix are randomly generated or system defined. The link between the nodes i and j 
is defined as Lij. If there is a link between nodes i and j, then Lij=1; otherwise, Lij=0. It 
can be seen that L is a n*n matrix, which is a symmetric matrix whose principal 
diagonal element is 0. 

According to the above description and definition, the optimal path in WSN can be 
transformed into an optimization problem for minimum value, and the objective 
function of the following Formula (3) is obtained. 

 . (3) 

In Formula (3), i, j are sensor nodes, s is the source node, and D is the destination 
node. 

The objective function satisfies the constraint condition. If i≠s and i≠D, then there 
is: 

 . (4) 

For each Lij, its value is 0 or 1. The minimum value of the above formula ensures 
the shortest path from the source node s to the destination node D, that is, the 
minimum energy consumption. 

Without considering other factors, only the energy consumption that information is 
transmitted between nodes is considered, and the minimum energy consumption 
required to transfer from the source node to the target node is the optimization goal. 
Formula (3) is the corresponding optimization objective function. 

3.3 Optimal path problem of WSN based on single objective differential 
evolution 

Based on the above content, differential evolution and crossover strategy 
differential evolution are used to solve the optimal path problem in WSNs. Firstly, the 
chromosome representation and encoding method of the optimization problem are 
introduced, then the unique way of crossover and mutation in the evolution process is 
described and the fitness function is designed. Finally, the whole process of the 
algorithm is given. 

Chromosome coding and initialization. In solving any real problems, any 
evolutionary algorithm must design chromosomes according to the application 
problems. For WSN environment, its size is large. If the common binary coding is 
used, it will lead to a too long coding string, which is not intuitive and has large 
computational complexity and other shortcomings. The convergence speed and 
accuracy of the algorithm will also be affected to a certain extent. Therefore, the 
commonly seen binary encoding method cannot meet the needs of WSNs. In this 
algorithm, the decimal encoding scheme is adopted. The chromosomes are composed 
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of a series of integer queues, which are nodes in WSN, which can be called encoding 
method based on path representation. This approach has the following key points: 

First, the length of each chromosome is variable, that is, the number of genes in the 
chromosome is not fixed. But the length is less than or equal to N, and N is the 
number of nodes in the network. It should be noted that when initialization, the length 
of all chromosomes is N. 

Second, each chromosome code is not allowed to have repeated genes, that is, to 
meet the constraints that any node can access only once in the path, thus avoiding the 
formation of a loop. 

Third, the first gene of each chromosome is always the source node S of the path, 
and the last gene is the destination node D. To satisfy the above 3 conditions is a 
legitimate chromosome based on the path representation coding, and when the path in 
the chromosome is connected, it is a feasible solution from the source node to the 
destination node. 

When initializing chromosomes, in order to ensure the number of legitimate 
solutions, the length of initialized chromosomes is N, that is, each path contains all 
nodes. The first gene of each chromosome is the source node S, the last gene is the 
destination node D, and the middle gene is randomly arranged. In the later evolution 
process, each chromosome adjusts its length according to its own path, that is, to 
reduce or adjust the nodes involved, but it is necessary to ensure that the first and last 
nodes are the source nodes and the destination nodes, respectively. 

The following example illustrates the path topology diagram of the 6 sensor node, 
as shown in Figure 1. The source node S is the sensor 1, the destination node D is the 
sensor 6, the line between the nodes indicates that there is a link between them, and 
the number on the line represents the energy consumption of information transfer. 
Finding a minimum energy consumption transmission path from node 1 to node 6 is a 
specific goal. 

 
Fig. 1. Path topology of 6 sensor nodes 

The path-based decimal chromosome coding strategy is used to generate the 
initialized chromosome population randomly. Assuming that the population size is 5, 
the first generation of randomly generated population is shown in Figure 2. From this 
population, it can be seen that each chromosome satisfies the above 3 requirements. 
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Fig. 2. The population initialized by 6 sensor nodes 

When the population is initialized, the mutation and crossover operation is 
performed. Then, some unlawful (unconnected) chromosomes are generated. In order 
to ensure that each chromosome is legitimate, a modified operation is needed. The 
length of each chromosome will change after the correction, but the chromosome is 
legal and the first and last node is the source node and the destination node, 
respectively. After modification operation of the above initialization population, the 
population shown in Figure 3 may be obtained. 

 
Fig. 3. A possible population after evolution 

4 Results  

In this section, first of all, the proposed algorithm is used to make a series of 
experimental tests in standard DE. In order to measure its performance, the proposed 
algorithm is compared with the classical GA and PSO. And then the different 
parameter settings and DE variants are tested and compared, and the test results are 
analyzed. Finally, the improved crossover strategy proposed is used to improve the 
algorithm, and a comparative experiment is made. 

4.1 Experimental environment and parameter setting 

It should be noted that, except for special instructions, the unified parameter 
settings are as follows. Population size popsize (NP) =100, scaling factor F=1, and 
crossover probability Cr=0.8. The mutation method uses "DE/Rand/1", and the 
maximum evolution algebra (FES) is 100. If the theoretical optimal solution is found, 
the program terminates. All the algorithms run 100 times independently. The 
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experimental environment is WinXP operating system, with hardware configured for 
core I3, 2.8GHzCPU, and software platform Matlab7.1. The test dataset includes 6, 
20 and 30 nodes of the WSN, namely 3 different scale optimization problems. The 
network topology is shown in Figures 1, 4, and 5, respectively. 

 
Fig. 4. Path topology of 20 sensor nodes 

 
Fig. 5. Path topology of 30 sensor nodes 

The theoretical minimum path values corresponding to each test dataset are shown 
in Table 1. 

Table 1.  5 shortest path problem datasets 

Problems  The number of sensors The theoretical minimum values 
1 6 10 
2 20 142 
3 30 121 

4.2 Overall performance comparison 

In order to verify the effectiveness of this method, the standard differential 
evolution algorithm is compared with the classical GA and PSO on the test set. These 
algorithms are all famous evolutionary algorithms and the parameter values in the 
source literature are used. The purpose of the experiment is to test whether the 
algorithm can find the theoretical minimum path for these optimal path problems, that 
is, the theoretical minimum path value in Table 1. The evolutionary algebra and 
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success rate that the minimum value needs are also found. The results of the 
experiment are shown in Table 2. In Table 2, ok% is the success rate of finding the 
theoretical minimum value. Best indicates the minimum value that can be found, 
Mean indicates the mean value of the minimum value, and avg E represents the 
average evolutionary algebra of the theoretical minimum. The algorithm for the best 
performance in the table is shown in bold type. 

Table 2.  Comparison between the standard DE algorithm and the classical algorithm 

 Standard algorithm (DE) GA PSO 
 Ok% Best Mean avgE Ok% Best Mean avgE Ok% Best Mean avgE 

1 100 10 10 1.24 100 10 10 28 100 10 10 59 
2 98 142 144 13 61 142 197 22.83 91 142 158 278 
3 98 121 122 2 75 121 145 89 87 121 134 66 
4 100 115 115 1 67 115 187 86 79 115 134 65 

 
According to Table 2, from the number of full cover sets found successfully, 

compared with GA, the standard DE algorithm is significantly obvious than the 
compared algorithm on all test problems 1-4. In particular, it is found that the 
standard DE algorithm requires minimal evolution algebra to find the evolutionary 
algebra needed for theoretical value. This is due to the modified operation and 
mutation operation of the algorithm, which makes it possible to find the optimal 
solution quickly in less evolution. It can be concluded that the proposed algorithm is 
significantly better than the two compared algorithms. Finding the best algebraic 
solution has the least algebraic speed and the fastest convergence rate. 

In order to further analyze the operation process of the algorithm, Figure 6 gives 
the evolution process of three algorithms in problem 2, in which the abscissa 
represents the evolutionary algebra (FES), the ordinate represents the ratio of the 
theoretical minimum value to the minimum value calculated. The faster the ratio is, 
the closer it is to 1, which shows that the algorithm can quickly get the optimal 
solution. Every 10 generations of the algorithm's operation results are obtained in 
Figure 6. Figure 6 shows that the proposed method based on the standard DE is faster 
than the other two methods to find the optimal solution, which benefits from the 
modification operation of DE algorithm and the differential evolution strategy. As a 
result, the original population is better than the other algorithms, and then the 
evolutionary algebra is the least used to find the optimal solution. The initialization 
population of traditional GA and PSO is randomly generated, and the initial 
population quality is general. 

4.3 Parameter setting and mutation mode comparison 

There are many ways of mutation in standard DE, such as "DE/rand/1", 
"DE/best/1" and "DE/current-to-best/1". These variations will all affect the 
performance of the algorithm. Meanwhile, the scaling factor F and the crossover 
probability Cr also have a great impact on the DE algorithm. It is very important to 
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adopt a suitable mutation method and parameter configuration. Because this algorithm 
uses the differential operation of the set during the mutation, the value of F can only 
be set to 1. This section will compare Cr at different values. 

 
Fig. 6. The evolution curve of three algorithms in test set 2 

Because test problem 1 is relatively simple, all algorithms can find the theoretical 
minimum value in the first generation, and the probability of success can reach one 
hundred percent. Therefore, only the last 3 problems are tested, and each problem is 
run independently for 100 times. Firstly, the impact of the different crossover 
probability Cr on performance is tested in the "DE/rand/1" variation mode. Cr is tested 
every 0.1 from [0, 1], and the test results are shown in Table 3. 

Table 3.  Test results of DE/rand/1 mutation at different crossover probability 

 Standard algorithm (DE) GA PSO 

Cr Ok% Best Mean avgE Ok% Best Mean avgE Ok% Best Mean avgE 

0 24 142 206 1 94 121 122 1.5 88 115 120 1.8 

0.1 69 142 154 21 95 121 122 1.4 98 115 116 2 

0.2 79 142 152 20 94 121 123 1.3 98 115 116 1.4 

0.3 95 142 146 16 95 121 122 1.5 99 115 115.3 1.7 

0.4 95 142 146 15 97 121 121.3 1.4 98 115 116 1.4 

0.5 98 142 144 14 96 121 121.4 1.5 99 115 115.3 1.3 

0.6 97 142 145 12 100 121 121 1.2 99 115 115.3 1.3 

0.7 97 142 145 12 96 121 121.4 1.4 100 115 115 1.4 

0.8 98 142 144 10 98 121 121.2 1.3 100 115 115 1.2 

0.9 99 142 142.4 10 96 121 121.4 1.4 99 115 115.3 1.3 

1 99 142 142.3 9 95 121 121.5 1.2 100 115 115 1.7 

 
It is pointed out in the relevant literature that the ideal F values are usually between 

0.4 and 1, and a very suitable initial value is F=0.5. But this algorithm uses 
differential and union operations in the mutation, so the value of F can only be set to 1 
by default. The crossover probability Cr controls the number of genes of individual 
changes in the selection process. The related research holds that, for the discrete 
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optimization problem, the value of Cr is more appropriate in [0, 0.3] when the 
optimization function is independent. On the contrary, when the function parameters 
are connected, Cr is more appropriate in [0.8, 1]. A very appropriate initial value is 
Cr=0.5. From the result of Table 3, it can be seen that the crossover probability Cr has 
less sensitivity to the performance of the algorithm, and it can achieve better results. 
Overall, when using the "DE/rand/1" mutation mode, the crossover probability Cr can 
achieve relatively good performance between [0.5, 0.9]. 

In addition, the mutation modes of "DE/best/1" and "DE/current-to-best/1" are 
considered, as shown in Table 4 and Table 5. When using "DE/best/1" mutation, for 
the test problem 2, under all different crossover probability, the success rate of finding 
the theoretical minimum is less than 60%, and the performance is significantly worse 
than that of the "DE/rand/1" mutation. For test problems 3 and 4, the performance is 
also slightly worse than that of the "DE/rand/1" mutation. Similarly, in the 
"DE/current-to-best/1" mutation, the effect of the algorithm is not as good as the 
"DE/rand/1" mutation, especially in problem 2 test. 

Table 4.  DE/rand/1 mutation mode in problem 2-4 test results 

 Problem 2 Problem 3 Problem 4 
Cr Ok% Best Mean avgE Ok% Best Mean avgE Ok% Best Mean avgE 
0.1 39 142 198 13 85 121 142 1.4 90 115 126 2 
0.2 33 142 196 9 96 121 123 1.3 87 115 119 1.4 
0.3 41 142 195 8 95 121 122 1.5 93 115 118 1.6 
0.4 41 142 194 4 95 121 123 1.6 89 115 119 1.4 
0.5 39 142 192 7 95 121 122.4 1.5 91 115 117.3 1.5 
0.6 41 142 186 5 99 121 121.1 1.4 92 115 117.3 1.7 
0.7 48 142 180 4 98 121 121.2 1.2 90 115 118 1.2 
0.8 33 142 183 3 97 121 121.3 1.2 88 115 119 1.1 
0.9 30 142 192 7 99 121 121.1 1.6 89 115 119 1.5 

Table 5.  DE/rand/1 mutaion in problem 2-4 test results 

 Problem 2 Problem 3 Problem 4 
Cr Ok% Best Mean avgE Ok% Best Mean avgE Ok% Best Mean avgE 
0.1 32 142 199 13 80 121 148 1.4 88 115 127 2 
0.2 31 142 198 9 90 122 127 1.3 85 115 123 1.4 
0.3 40 142 195 8 92 121 125 1.5 90 115 120 1.6 
0.4 40 142 195 4 91 121 124 1.6 87 115 126 1.4 
0.5 38 142 193 7 90 121 125 1.5 90 115 119 1.5 
0.6 40 142 189 5 90 121 124 1.4 88 115 120 1.7 
0.7 41 142 189 4 88 121 125 1.2 87 115 121 1.2 
0.8 30 142 193 3 87 121 126 1.2 86 115 121 1.1 
0.9 28 142 198 7 89 121 124 1.6 84 115 127 1.5 
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Therefore, according to the results of the above analysis, using the mutation 
strategy "DE/rand/1" mutation and Cr=0.8 as the mutation parameter, the algorithm 
can achieve the best performance in solving the optimal path problem. 

4.4 Experimental comparison of DE-SI 

The crossover strategy is used to solve the optimization problem, and it is 
compared with adaptive variant jDE and standard DE. In the test, as F is fixed, the 
jDE algorithm only updates the parameter Cr, the parameter uses the classic jDE 
setting, the initial value is Cr=0.5, and the "DE/rand/1" mutation strategy is used, 
recorded as jDE. The contrast algorithm DE is the best standard DE, the "DE/rand/1" 
mutation strategy is adopted and the crossover probability is Cr=0.8. According to the 
SI, the strategy is combined into the classical DE as a component, and the DE-SI 
algorithm is obtained, recorded as DE-SI. The above three algorithms are compared 
with each other, and the concrete results are shown in Table 6. 

Table 6.  Comparison of crossover strategies and other variants 

 DE jDE DE-SI 

Cr Ok% Best Mean avgE Ok% Best Mean avgE Ok% Best Mean avgE 

Problem 1 100 10 23 1 100 10 10 28 100 10 10 1 

Problem 2 98 142 144 10 90 142 153 54 98 142 144 9 

Problem 3 98 121 122 1.3 92 121 129 34 98 121 122 1.1 

Problem 4 100 115 115 1.9 96 115 119 53 100 115 115 1.9 

 
From Table 6, it can be seen that the DE-SI algorithm is superior to jDE in 

performance and slightly better than the standard DE algorithm. Specifically, on 
problems 1 and 6, all algorithms can find the theoretical optimal solution. But on test 
problems 2 and 3, the proposed DE-SI algorithm is obviously superior to the jDE 
algorithm and is close to the best DE algorithm, but it is slightly better than the best 
DE from the convergence speed, thus verifying the effectiveness of the SI strategy. 

5 Conclusion  

The single objective differential evolution algorithm and differential evolution 
algorithm based on crossover strategy are applied to solve the optimal path problem in 
WSNs. First, the path optimization problem in WSNs is analyzed and an optimization 
model is established. Then, the differential evolution algorithm is used as a search 
tool to solve the minimum energy consumption in the path optimization model. 
Chromosome representation uses the decimal encoding mode, and the length of each 
chromosome is variable because the length of the path is not uniform. In mutation, the 
sum and difference operations of sets are used, which are similar to differential and 
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summation operations in differential evolution. The modified operation after mutation 
and crossover is designed to modify the chromosomes of the existing loop and the 
illegal path into a legal chromosome. Finally, compared with the classical algorithm, 
the results verify the validity of the proposed crossover strategy (SI). 
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